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## Tensor networks


or better


NB : The inner product $<A, B>$ of two tensors is given by:
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where $h: \mathcal{H} \otimes \mathcal{H} \rightarrow \mathcal{H} \otimes \mathcal{H}$ is a selfadjoint operator giving the interaction between two adjacent spins.
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(Where we have represented $t(\lambda)$ by just $\lambda$.)
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where $h=t^{\prime}(0)$.

So


So

$$
\begin{aligned}
& T(0)^{-1} T^{\prime}(0)= \\
& i \quad i+1
\end{aligned}
$$

and in case I went too quickly here's the intermediate step:
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The following construction was originally motivated by a quest (so far unsuccessful) to contstruct conformal field theory directly from a subfactor. It can also be thought of as a reversal of the idea of block spin renormalisation (Kadanoff/Wilson).We want to construct a Hilbert space associated with the circle by building it up from Hilbert spaces associated with finitely many points. To this end we need a way of increasing the size of a given finite set. We will do this using a linear isometry

$$
R \in \operatorname{End}(\mathcal{H}, \mathcal{H} \otimes \mathcal{H})
$$

(The adjoint $R^{*}$ would be the spin blocking operator.)
The isometry condition is :


Equipped with this $R$ we may now construct an increasing family of Hilbert spaces $\mathfrak{H}_{n}$ of dimension $(\operatorname{dim\mathcal {H}})^{2^{n}}$ by embedding $\otimes^{2^{n}} \mathcal{H}$ in $\otimes^{2^{n+1}} \mathcal{H}$ via the following tensor network (planar tangle):


If we choose a unit vector $\Omega$ in $\mathcal{H}$ it defines a vector $\Omega$ in each $\otimes^{2^{n}} \mathcal{H}$ via the above embedding. We will call it the vacuum vector.
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From now on we will tend to suppress $R$

## Theorem <br> Thompson's groups $F$ and $T$ of homeomorphisms defined by local scaling transformations act unitarily on the semicontinuous limit.
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so if we call $x$ the element inside the box with 4 legs, the
picture becomes:
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## Definition

We define the quadratic renormalisation map $\mathcal{R}(x)$ by
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Continuing in this way we see that
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$$
P=0,\rangle\left\langle-Y=\frac{d-2}{d-1}(\asymp-)(\text { ), and of course unitarity, }\right.
$$



With these relations it is not hard to show that:

$$
\begin{aligned}
& \mathcal{R}(a)=\left\{\frac{d^{2}-5 d+7}{(d-1)^{2}} p^{2}+2 p q+2 \frac{d-2}{d-1} p r+q^{2}+r^{2}\right\} \\
& \left\{\frac{1}{(d-1)^{3}} p^{2}+\frac{1}{d-1}\left(2 p q+q^{2}\right)\right\} \\
& +\left\{\frac{d^{2}-3 d+3}{(d-1)^{3}} p^{2}+\frac{1}{d-1}\left(2 p q+q^{2}\right)\right\}
\end{aligned}
$$

With these relations it is not hard to show that:
$\mathcal{R}(a)=\left\{\frac{d^{2}-5 d+7}{(d-1)^{2}} p^{2}+2 p q+2 \frac{d-2}{d-1} p r+q^{2}+r^{2}\right\}+$
$\left\{\frac{1}{(d-1)^{3}} p^{2}+\frac{1}{d-1}\left(2 p q+q^{2}\right)\right\}$
$+\left\{\frac{d^{2}-3 d+3}{(d-1)^{3}} p^{2}+\frac{1}{d-1}\left(2 p q+q^{2}\right)\right\}$
Note that $d$ in the above is the quantum dimension which can be $4 \cos ^{2} \pi / n-1$ for $n=6,7,8, \cdots$ and $d=3$ is the case of $S O(3)$-invariant tensors.
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b) For $d>2$ in the allowed range, $\lim _{n \rightarrow \infty} \mathcal{R}^{n}(x)=0$.
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It is hard to know what to make of these results but they certainly show different QUALITATIVE behaviours of these states. Should case b) be interpreted as some kind of spatial exponential white noise?Or as some kind of exponential resonance as the spins line up?
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In either case it is a very structured white noise as we may renormalise by the rate at which $<\rho_{\frac{1}{2^{n}}}(\xi), \eta>$ tends to zero to obtain Two quadratic forms on the semicontinous limit to which the renormalised $<\rho_{\frac{1}{2^{n}}}(\xi), \eta>$ converge.
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## Theorem
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## Scale invariant fractal behaviour can be observed by dividing the plane according to which of these two a point converges.
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This raises the question of whether there is a scale-invariant transfer matrix defined on the semicontinuous limit with continuously varying spectral parameter.lt is clear from the calculations we have done that the quadratic form defined by $T(\lambda)$ on $\otimes^{2^{n}} \mathcal{H}$ will extend to $T(\mu)$ on $\otimes^{2^{n+1}} \mathcal{H}$ provided $\mathcal{R}(\mu)=\lambda$.
Thus the value of a $T$ on the semicontinuous limit will be determined by BACK ITERATING the dynamical system $\mathcal{R}$. In this particular case there is no guarantee that a given point in $\mathbb{R}^{2}$ is in the image of $\mathbb{R}$. But if we solve for $\mathcal{R}(x)=q_{-}$there is of course the solution $q+$ but also another solution depending on a sign. Choosing that other sign gives a method of backiterating $\mathcal{R}$ which converges rapidly to the repelling fixed point! Thus there is a neighbourhood of $q_{-}$which can be indefnitintely back-iterated and whose backiterates converge to the repelling fixed point. Thus we do get a transfer matrix, in the sense of quadratic forms, with continuously varying spectral parameter.
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## Rational functions of one complex variable

We have been investigating the $S O(3)$ invariant tensor example and come up with a transformation of real projective space.But the most intensively studied dynamical systems are the rational functions on $\mathbb{C} P^{1}$. In fact there are scale invariant models for which we end up with rational functions on $\mathbb{C} P^{1}$ on the nose!. In fact they arise in a physically natural way if we want each spin of a spin chain to be present at subsequent finer scales. Thus we will take an $R$ with 4 legs and embedd the tensor powers of $\mathcal{H}$ one into the next according to the pattern:
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Then we may use ordinary Temperley Lieb (SU(2) invariant tensors) and choose $R$ to be any element with 4 legs satisfying $R R^{*}=1$. The renormalisation transformation is then a quadratic from a 2-dimensional space to itself. Now of course the choice of $R$ is not unique at all and various choices suggest themselves. If we choose the braid (crossing) for $R$ we obtain the following transformation: (for $\delta=2 \cos \pi / 8$ ):

$$
\frac{(-1+i)+z-(1-2 i) \sqrt{2} z+((-1+i)+\sqrt{2}) z^{2}}{1-i \sqrt{2}+(-2 i+\sqrt{2}) z}
$$

And here is a picture of its Julia set.


