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Abstract

Goal of this thesis is the construction of a Hadamard state for linearized gravity
on asymptotically flat, globally hyperbolic spacetimes. To this end, first of all
we characterize the symplectic space of classical solutions for the linearization of
Einstein equations. Afterwards we construct via standard methods the associated
algebra of fields fulfilling the canonical commutation relations. At this stage we
employ the so-called bulk-to-boundary mechanism: We project each solution and
hence each element of the algebra of observables into a suitable counterpart which
is intrinsically defined on null infinity, the conformal boundary. The net advantage
of such procedure is the following: Each state constructed for the algebra on the
boundary yields via pull-back a bulk counterpart. In between all boundary states
we can identify a distinguished choice by requiring invariance under the group of
asymptotic symmetries. The bulk counterpart turns out to be of Hadamard form,
invariant under all isometries and, thus, coincident with the Poincaré vacuum in
Minkowski spacetime.

Abstract

L’obiettivo di questa tesi è la costruzione dello stato di Hadamard per la gravità lin-
earizzata su spaziotempi asintoticamente piatti e globalmente iperbolici. Per questo
fine, prima si caratterizza lo spazio simplettico delle soluzioni classiche dell’equazioni
di Einstein. Successivamente tramite i metodi standard si realizza un’algebra dei
campi che soddisfa le canoniche relazioni di commutazione. In questo modo si
può ricorrere all’uso della corrispondenza bulk-bordo: si proietta ogni soluzione e
quindi ogni elemento dell’algebra dell’osservabili in una adeguata controparte che è
intrisicamente definita nell’infinito di tipo temporali, il bordo conforme. Il grande
vantaggio di questa procedura è il seguente: ogni stato costruito per l’algebra del
bordo produce via pull-back una controparte nel bulk. Tra tutti i possibili stati
definiti sull’algebra del bordo si può identificarne uno richiedendo l’invarianza sotto
il gruppo delle simmetrie asintotiche. La controparte nel bulk è quindi della forma
di Hadamard, invariante sotto tutte le isometrie e, cos̀ı, coincide con il vuoto di
Poincaré nello spaziotempo di Minkowski.





�Nevertheless,
due to the inneratomic movement of electrons,

atoms would have to radiate not only electromagnetic
but also gravitational energy,

if only in tiny amounts.
As this is hardly true in Nature,

it appears that quantum theory would have to modify
not only Maxwellian electrodynamics

but also the new theory of gravitation.�

A. Einstein
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Introduction

A key ingredient is the usual approach to quantum field theory on Minkowski
spacetime is the Poincaré group of isometries. The latter group is used in particu-
lar to select a distinguished state, called the vacuum, which is mostly notable for
enjoying a uniqueness property [1]. However, even the slightest perturbation of the
background spacetime can cause this picture to break down. Moreover, in a curved
spacetime one may find specific effects which cannot be described by Minkowskian
quantum field theory like the renown Hawking radiation [2] and the Unruh effect [3].
It is hence appropriate to ask ourselves if Minkowskian quantum field theory is a
valid approximation even if quantum effects of gravity are negligible. Since we do
not question the success of quantum field theory in general, as it confirms observa-
tions with an unprecedented accuracy [4], we strive to improve upon what quantum
field theory has taught us in the past.
Following our argument according to which we should never neglect gravitational
effects but might disregard quantum counterpart at least in a first approximation
due to the weakness of the gravitational coupling, we can focus only on quantum
fields living on a fixed classical background. In contrast to what a full-fledged theory
of quantum gravity will need to accomplish, the background spacetime in quantum
field theory on curved spacetime is fixed by hand or by need. Since this spacetime
will, in general, not even have a timelike Killing fields, we cannot perform the stan-
dard construction to identify a global vacuum state [5]. Therefore, the notion of a
quantum field has to be formulated without referring to a preferred state. This can
be accomplished in the algebraic approach to quantum field theory in which one
starts with an abstract algebra of local observables encoding the dynamics of the
quantum field [1, 5].
Nevertheless, a state is still needed to obtain any concrete result which can then
be understood in the usual probabilistic interpretation of quantum theories. Yet
not all possible states have physically reasonable properties. For a free field the-
ory one demands the Hadamard condition: It is the natural generalisation of the
energy-positivity condition of the Minkowski vacuum state which encodes the UV
properties of physical states in QFT [6, 7, 8]. It guarantees moreover the possibility
to regularise quantum observables building a generalization of Wick polynomials,
used to cope with interactions at a perturbative level. It was later found that
Hadamard states can be characterized in terms of their wavefront set of their asso-
ciated two-point functions [9, 10]. This discovery lead to an improved understanding
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iv 0. Introduction

of Hadamard states and opened the doors for the development of a rigorous per-
turbation theory on curved spacetimes [11, 12, 13, 14]. Although the existence
of Hadamard states was proven for various quantum fields on globally hyperbolic
spacetimes using deformation arguments, an explicit construction is often notori-
ously difficult [8, 15, 16].
In [17] Dappiaggi, Moretti and Pinamonti suggested a construction which yields a
boundary state on the conformal boundary of asymptotically flat spacetimes that
is invariant under the action of the symmetry group of the boundary manifold,
the Bondi-Metzner-Sachs group. Such state can be interpreted as an asymptotic
vacuum as shown in [18]. Subsequently it was proven that pulling it back to the
bulk one obtains indeed a Hadamard state. This construction, called the bulk to
boundary correspondence, was initially performed for a conformally coupled mass-
less scalar field and later also applied to the Dirac [19, 20] and the electromagnetic
field [21].
In this thesis we construct a Hadamard state for a quantum field theory of lin-
earized gravity, which models quantum fluctuations of the gravitational field at low
energy. At a classical level linearized gravity perturbation is described by linearized
Einstein equations. The class of asymptotically flat spacetimes is particularly inter-
esting from the cosmological point of view, where linearized gravitons can induce
fluctuations in the cosmic microwave background [22]. These arise in a discussion of
inflation and tensor fluctuations. For these reasons, the quantum field theory of lin-
earized gravity has been studied on several spacetimes [23, 24]. Though such topic
has been previously considered by numerous authors, in this thesis we propose to
employ algebraic quantum field theory. The first step consists of the construction of
a classical phase space: One introduces a space of solutions of the linearized Einstein
equations and endows it with a weakly non-degenerate symplectic product. This can
be achieved for the case when the background spacetime admits a compact Cauchy
surface. The resulting symplectic space is quantized using Dirac prescription, which
permits the construction of an algebra of observables consisting of gauge-invariant
smeared fields. It is shown that this algebra satisfies a time-slice condition. Before
using the bulk to boundary correspondence to construct a Hadamard state it is
shown how to associate to each solution of the linearized Einstein equations a field
defined on the conformal boundary. In this sense, we have identified an injection
between the space of solution in the bulk and the space of solution on the bound-
ary. This translates to the existence of an injective ∗-homomorphism between the
algebra of observables in the bulk and a suitable boundary counterparts. Hereupon
we identify a distinguished state which, via pull back yields a counterpart in the
bulk of Hadamard form.



v

An outline of the thesis in due course:

• chapter I: We describe the geometrical preliminaries necessary for a formu-
lation quantum field theories on curved spacetimes: In particular Riemannian
geometry of rather generic, Weyl manifolds, asymptotically flat spacetimes,
distributions on manifolds and wave equations are discussed.

• chapter II: We lay down the foundation to the formulation of quantum the-
ories on curved backgrounds following the algebraic approach. We introduce
the algebra of observables and the Haag-Kaslter axioms, and, after a review
on the category formalism, we discuss the local covariance of a theory. In
the last part of chapter we introduce the Hadamard states and a method to
construct them on asymptotically flat spacetime.

• chapter III: We start our study of linearized Einstein equations. After con-
structing an algebra of observables starting from the phase space associated
to the solutions of linearized Einstein equations, we find a correspondence
between these solutions and associated fields on the boundary. This allows us
to apply the bulk to boundary correpondence and to construct a Hadamard
state .





Chapter 1
Mathematical structures

Contents
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1.1.4 Affine connection . . . . . . . . . . . . . . . . . . . . . . . 14
1.1.5 Curvature and torsion . . . . . . . . . . . . . . . . . . . . 18

1.2 Weyl Manifolds . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.2.1 The Weyl-to-Riemann method . . . . . . . . . . . . . . . 21

1.3 Asymptotically flat spacetimes . . . . . . . . . . . . . . . 22
1.4 Distribution on Manifold . . . . . . . . . . . . . . . . . . . 28

1.4.1 Distribution on Rn . . . . . . . . . . . . . . . . . . . . . . 28
1.4.2 Distribution on M . . . . . . . . . . . . . . . . . . . . . . 32

1.5 Wave Equation . . . . . . . . . . . . . . . . . . . . . . . . . 34

In theoretical physics the mathematical representation of spacetime would pre-
sumably be based upon a suitable set M whose elements represent “spacetime
points”. Yet a set has no structure other than the elements it contains, and the
question arises naturally, therefore, which other mathematical structures should be
imposed inM. In practice, the idea has arisen thatM should also be a topological
space whose open sets represent certain privileged regions in spacetime. The use of
such familiar mathematical model has many important implications, not the least
of which is that differentiation can be defined: This leads to the very fruitful idea
that the dynamical evolution of a physical system can be modelled by differential
equations defined on spacetime itself.
The topological spaces that have actually been used historically to represent space-
time (or space and time separately) are however of very special type: In Newtonian
physics, the three-dimensional physical space is represented mathematically by the
Euclidean R3, and one-dimensional time by R; in special relativity, the combined
notion of “spacetime” is represented by Minkowskian space R4.
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2 1. Mathematical structures

One of Einstein major contributions to physics was his realisation that it is pos-
sible to generalise the mathematical model of spacetime: In General Relativity a
spacetime is modelled by a “differentiable manifold”, of which Minkowski space R4

is just a “special” example.

1.1 Riemannian Geometry

In this first section we introduce Riemannian Geometry, a powerful tool in the
formulation of General Relativity and Quantum Field Theory on curved spacetimes.
Our treatment is based on [25], [26], [27] and [28] but for more information it is
possible to consult [29], [30] and [31].

1.1.1 Differentiable manifolds

A manifold is one of the most fundamental concepts in mathematics and physics.
In fact it summarized the idea of a space which may be intrinsically curved and
have a complicated topology, but in local regions looks just like Rn. (What we
mean with “just like” is specified in the definition below).

Definition 1.1.1. A topology on a set X is a collection τ of subsets of X such that:

(i) ∅ and X are in τ

(ii) Any union of elements of τ lies in τ

(iii) The intersection of any finite collection of elements in τ lies in τ

A set X for which a topology τ has been specified is called a topological space.

Properly speaking, a topological space is a pair (X ,τ) consisting of a set X and
a topology τ on X , but we often omit specific mention of τ unless any source of
confusion will arise.
If X is a topological space with topology τ , we say that a subset U of X is an open
set of X if U belongs to the collection τ . Using this terminology, one can say that a
topological space is a set X together with a collection of subsets of X , called open
sets, such that ∅ and X are both open, and such that arbitrary unions and finite
intersections of open sets are open.
The open sets of R, defined by unions of open intervals a < x < b and the null set
∅, satisfy the above definition. This topology is called the standard topology on R.

Definition 1.1.2. A differentiable manifold of dimension n is a topological space
M and a family of injective mappings xα : Uα ⊂ M → Rn of open sets Uα of M
into Rn such that:

(i)
⋃
α Uα =M;
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(ii) for any pair α, β with Uα ∩ Uβ = W 6= ∅, the sets xα (W) and xβ (W) are
open sets in Rn and the mappings xβ ◦ x−1α are differentiable; (Fig. 1.1)

(iii) The family {(Uα,xα)} is maximal relative to the conditions (i) and (ii).

The pair (Uα,xα) with p ∈ Uα is called a chart (or system of coordinates) of M at
p; Uα is then called a coordinate neighbourhood at p. A family {(Uα,xα)} satisfying
(i) and (ii) is called a differentiable structure on M.

Figure 1.1

Example 1.1. The Euclidean space Rn, with the differentiable structure given by
the identity, is a trivial example of a differentiable manifold.

Example 1.2. Consider the space which consists of two closed half lines (−∞, O]
and one open half line (O,∞) together with a basis of open neighbourhoods Oi,
i = 1, 2 (Fig. 1.2) of the form (−ai, Oi]∪ (O, b). This space is locally euclidean; it is
not Hausdorff because any two open sets containing O1 e O2 will contain a segment
(O, b).

In order to avoid a potential pathology like the presence of a spacetime with
“two origins” we shall require that the following property is always fulfilled:

Definition 1.1.3. A topological manifold is Hausdorff (separated) if any two dis-
tinct points lies in disjoint neighbourhoods.



4 1. Mathematical structures

Figure 1.2

The differentiability of a function on a vector space can be defined with the help
of charts it is possible to extend the concept of differentiability of a function to a
manifold. Consider a function f on M,

f : M→ R
p 7→ f(p).

Let (Uα,xα) be a chart at p ∈M, then f ◦ x−1α is a mapping from Uα into R.

Definition 1.1.4. The function f is differentiable at p on a differentiable manifold
M if, in a chart at p, f ◦ x−1α is differentiable at p.

The definition does not depend on the chart: if f ◦ x−1α is differentiable at p for
a chart (Uα,xα) at p, then f ◦ x−1β is differentiable at p for every chart (Uβ,xβ) at
p because

f ◦ x−1β = (f ◦ x−1α ) ◦ (xα ◦ x−1β );

the proposition results from the differentiability of a composite mapping. From now
we omit specific mention of α if non confusion will arise.
Let us extend the idea of differentiability to mappings between manifolds.

Definition 1.1.5. LetM and N be differentiable manifolds. A mapping ϕ :M→
N is differentiable at p ∈ M if given a chart y : V ⊂ Rn → N at ϕ(p) there
exists a chart x : U ⊂ Rm →M at p such that ϕ(x(U)) ⊂ y(V) and the mapping
y−1 ◦ ϕ ◦ x : U ⊂ Rm → Rn is differentiable at x−1(p). (Fig. 1.3)

Definition 1.1.6. LetM and N be differentiable manifolds. A differentiable map-
ping ϕ : M → N is said to be an immersion if dϕp : TpM → Tϕ(p)N is injective
for all p ∈ M. If, in addition, ϕ is a homeomorphism onto ϕ(M) ⊂ N , where
ϕ(M) has the subspace topology induced from N , we say that ϕ is an embedding.
If M ⊂ N and the inclusion i : M ↪→ N is an embedding, we say that M is a
submanifold of N .

Example 1.3. The curve α : R→ R2 given by α(t) = (t, |t|) is not a differentiable
map at t=0.

Example 1.4. The curve α : R→ R2 given by α(t) = (t3, t2) is a differentiable map
but it is not an immersion. Indeed, the condition for the map to be an immersion
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Figure 1.3

in this case is equivalent to the requirement that α̇(t) 6= 0, which does not hold true
at t = 0.

Example 1.5. The curve α : R → R2 given by α(t) = (t3 − 4t, t2 − 4) is an
immersion which has a self-intersection for t = 2 and t = −2. Therefore, α is not
an embedding.

Example 1.6. The curve α : (−3, 0)→ R2 given by:

α(t) :


(0,−(t+ 2)) se t ∈ (−3,−1),

regular curve (see Fig. 1.4) se t ∈ (−1,− 1
π ),

(−t,− sin 1
t ) se t ∈ (− 1

π , 0).

is an immersion without self-interaction. Nevertheless, α is not an embedding.
Indeed, a neighbourhood of a point p, in the vertical part of the curve (Fig. 1.4)
consists of an infinite number of connected components in the topology induced
from R2. On the other hand, a neighbourhood of such a point in the topology
“induced” from α (that is the topology of the line) is an open interval, hence a
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Figure 1.4

connected set.

Example 1.7. It is clear that a regular surface S ⊂ R3 has a differentiable structure
given by it chart x : U → S. With such a structure, the maps xα are differentiable
and, indeed, embeddings of U into S; thus is a consequence of the definition of
regular surface in R3.

1.1.2 Tangent and cotangent space

We would like to extend the idea of tangent vector to differentiable manifolds.
It is convenient to use our experience with regular surfaces S in R3. A tangent
vector at a point p ∈ S is defined as the “velocity” in R3 of a curve in the surface
passing through p. Since we do not have at our disposal the support of the ambient
space, we will have to find a characteristic property of the tangent vector which will
replace the idea of velocity. The next considerations will motivate the definition
that we are going to present below.
Let σ : (−ε, ε)→ Rn be a differentiable curve in Rn, with σ(0) = p. Write

σ(t) = (x1(t), . . . , xn(t)), t ∈ (−ε, ε), (x1, . . . , xn) ∈ Rn.

Then
σ̇(t) = (ẋ1(0), . . . , ẋn(0)) = X ∈ Rn.

Now let f be a differentiable function defined in a neighbourhood of p. We can
restrict f to the curve σ and express the directional derivative with respect to the
vector X ∈ Rn as

d(f ◦ σ)

dt

∣∣∣∣
t=0

=

n∑
µ=1

∂f

∂xµ

∣∣∣∣
t=0

dxµ

dt

∣∣∣∣
t=0

=

 n∑
µ=1

ẋµ(0)
∂

∂xµ

 f.
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Therefore, the directional derivative with respect to the vector X is an operator
on differentiable functions that depends uniquely on X. This is the characteristic
property that we are going to use to define tangent vectors on a manifold.

Definition 1.1.7. Let M be a differentiable manifold and σ : (−ε, ε) → M a
differentiable curve. Suppose that α(0) = p ∈M, and let D be the set of functions
onM that are differentiable at p. The tangent vector to the curve σ at t = 0 is the
function σ̇(0) : D → R given by

σ̇(0)f =
d(f ◦ σ)

dt

∣∣∣∣
t=0

, f ∈ D.

A tangent vector at p is the tangent vector at t = 0 of a curve σ : (−ε, ε) → M
with σ(0) = p. The set of all tangent vectors to M at p will be indicated by TpM.

If we choose a local chart x : U ⊂M→ Rn at p, we can express the function f
and the curve σ in this parametrization as

f ◦ x−1(q), q = (x1, . . . , xn) ∈ U

and
x ◦ σ(t) = (x1(t), . . . , xn(t)),

respectively. Therefore, restricting f to σ, we obtain

σ̇(0)f =
d

dt
(f ◦ σ)

∣∣∣∣
t=0

=
d

dt
f(x1(t), . . . , xn(t))

∣∣∣∣
t=0

=

=

n∑
µ=1

ẋµ(0)

(
∂f

∂xµ

)
=

 n∑
µ=1

ẋµ(0)

(
∂

∂xµ

) f.

In other words, the vector σ̇(0) can be expressed in the chart x by

σ̇(0) =
n∑
µ=1

ẋµ(0)

(
∂

∂xµ

)
.

Observe that ∂
∂xµ is the tangent vector at p of the “µ-th coordinate curve” (Fig. 1.5)

To avoid confusion, from now we employ Einstein summation convention: if the
same index appears twice, once as a superscript and once as a subscript, then the
index is summed over all possible values. For example, if µ runs from 1 to m, we
have

AµBµ =

m∑
µ=1

AµBµ.

Definition 1.1.8. A vector field X on a differentiable manifold M is a correspon-
dence that associates to each point p ∈ M a vector X(p) ∈ TpM. Considering a
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Figure 1.5

chart x : U ⊂M→ Rn we can define a differentiable vector field as:

X : M→ TpM
p 7→ X(p)

.
= xµ∂µ

where each xµ : U → R is function on U and {∂µ}
.
= { ∂

∂xµ } is the basis associated
to x(U), µ = 1, . . . , dimM.

This is not the unique definition that can be given.

Definition 1.1.9. For a generic manifold M, a tangent vector at a point p ∈ M
is a linear function X : D(M)→ R which satisfies the following two properties:

(i) X(af + bg) = aX(f) + bX(g) for all f, g ∈ D(M) and for all a, b ∈ R

(ii) X(fg) = f(p)X(g) +X(f)g(p) for all f, g ∈ D(M).

An important consequence of this definition of tangent space is the following.

Proposition 1.1.10. LetM and N be differentiable manifolds and ϕ ∈ C∞(M,N ).
Then ϕ induces a natural homomorphism ϕ∗ : TpM→ Tϕ(p)N , called push-forward,
such that

(ϕ∗X)f
.
= X(f ◦ ϕ), ∀f ∈ D(N ) and ∀X(p) ∈ TpM

Proof. We need to verify that ϕ∗X is indeed a vector at ϕ(p) according to Defini-
tion 1.1.9. Let us start with linearity, the simplest condition. Let f, g ∈ D(N ) and
let a, b ∈ R, then

(ϕ∗X)(af + bg) = X[(af + bg) ◦ ϕ] = X[af ◦ ϕ+ bg ◦ ϕ] =

= aX(f ◦ ϕ) + bX(g ◦ ϕ) = a(ϕ∗f)X + b(ϕ∗g)X
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where, in the various equalities, we exploited only the definition of ϕ∗ and the
linearity property of X.
To show the Leibniz rule, let us consider f, g ∈ D(N ), then

(ϕ∗X)(fg) = X(f ◦ ϕg ◦ ϕ) =

= (f ◦ ϕ)(p)X(g ◦ ϕ)(p) +X(f ◦ ϕ)(p)(g ◦ ϕ)(p) =

= f(ϕ(p))(ϕ∗X)(g) + (ϕ∗X)(f)g(ϕ(p))

where, besides the definition of ϕ∗, we used that the product fg is meant point-
wisely: (fg)(x) = f(x)g(x) for all x ∈ N .

Since TpM is a vector space, there exists a dual vector space to TpM, whose
elements are the linear functions from TpM to R. The dual space is called cotangent
space at p, denoted by T ∗pM. An element w : TpM → R of T ∗pM is called a dual
vector or cotangent vector or, in the context of differential forms, a one-form. The
simplest example of a one-form is the differential df of a function f ∈ D(M). The
action of a vector X on f is X(f) = xµ∂µf ∈ R. The action of df ∈ T ∗pM on
X ∈ TpM is defined by

〈df,X〉 .= X(f) = xµ∂µf ∈ R.

〈df,X〉 is R-linear in both X and f .
Noting that df is expressed in terms of the coordinates at x = x(p) as df = (∂µf)dxµ,
it is natural to regard {dxµ} as a basis of T ∗pM. This is a dual basis, since

〈dxµ, ∂ν〉 =
∂xµ

∂xν
= δµν .

Taken an arbitrary one-form w and a vector X, written respectively as w = wµdx
µ

and X = xµ∂µ, it’s possible to define the inner product

〈 , 〉 : T ∗pM⊗ TpM→ R
w,X 7→ 〈w,X〉 = wµxνδ

µ
ν .

The definition of the cotangent space has an important consequence. A map ϕ :
M→N induces a map:

ϕ∗ : T ∗ϕ(p)N → T ∗pM.

Note that ϕ∗ goes in the same direction as ϕ, while ϕ∗ goes backward, hence the
name pull-back. If we take X ∈ TpM and w ∈ T ∗ϕ(p)N , the pull-back of w by ϕ∗ is
defined as

〈ϕ∗w,X〉 .= 〈w,ϕ∗X〉.

An important special case of the pull-back on a one-form w on a manifoldM occurs
in the context of a vector field X with an associated one-parameter group of local
diffeomorphism (flow). Let X,Y ∈ X(M) and σ(s, x) be a flow generated by the
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vector field X
dσµ(s, p)

ds
= Xµ(σ(s, p)).

Let us evaluate the change of the vector field Y along σ(s, p). To do this, we have
to compare the vector Y at a point p ∈ M with that at a nearby point q = σε(p).
We cannot however simply take the difference between the components of Y at
two points since they belong to different tangent spaces TpM and TqM; the naive
difference between vectors at different points is ill-defined. To define a sensible
derivative, we first map Y |σε(p) to TpM by (σ−ε)∗ : Tσε(p)M→ TpM, after which
we take a difference between two vectors (σ−ε)∗ Y |σε(p) and Y |p both of which lie
in TpM.

Definition 1.1.11. The Lie derivative of a field Y along the flow σ of X is defined
as

LXY
.
= lim

ε→0

1

ε
[(σ−ε)∗ Y |σε(p) − Y |p].

Let (U ,x) be a chart and let X = xµ∂µ and Y = yµ∂µ we find

LXY = (xµ∂µy
ν − yµ∂µxν)∂ν .

Geometrically the Lie derivative is a measure of the non-commutativity of the two
flows.

In order to proceed from tangent and cotangent vectors to general tensors and
n-forms it was necessary to introduce the idea of the tensor product T ∗pM⊗ TpM.
Applying this idea at the elements of the tangent and the cotangent space leads to
the following definition.

Definition 1.1.12. A tensor of type (r,s) at a point p ∈ M is an element of the
tensor product space

T r,sp M
.
=

[
r⊗
T ∗pM

]
⊗

[
s⊗
TpM

]
.

As for a vector field, we can define a tensor field of type (r,s) by a smooth
assignment of an element of T r,sp (M) at each point p ∈M.

An important example of tensor is given by the metric.

Definition 1.1.13. Let M be a differentiable manifold. A Riemannian metric g
on M is a type (0, 2) tensor field on M which satisfies the following conditions at
each point p ∈M:

(i) gp(X,Y ) = gp(Y,X) ∀X,Y ∈ TpM,

(ii) gp(X,X) ≥ 0 ∀X,Y ∈ TpM where the equality holds only when X = 0.
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Before the Definition 1.1.12, we have introduced the paring between TpM and
T ∗pM. If there exists a metric g, we define an additional inner product between
two vectors X,Y ∈ TpM as gp(X,Y ). Since gp is a map TpM⊗ TpM → R for
all X ∈ TpM, we obtain a linear map gp(X, ) : TpM → R by Y 7→ gp(X,Y ).
We can identify gp(X, ) with a one-form wY ∈ T ∗pM. Similarly w ∈ T ∗pM induces
Xw ∈ TpM by 〈w, Y 〉 = gp(Xw, Y ). The metric gp gives thus rise to an isomorphism
between TpM and T ∗pM.

Let (U ,x) be a chart in M and {xi} the coordinates. Since g ∈
⊗2

s T
∗M, it can

be expanded in terms of a basis dxi ⊗ dxj of
⊗2

s T
∗M as

gp = gij(p)dx
i ⊗ dxj .

It is easily checked that

gij(p) = gp

(
∂

∂xi
,
∂

∂xj

)
= gji(p).

We usually omit p in gij unless it causes confusion. The isomorphism between TpM
and T ∗pM is now expressed as:

wµ = gµνx
ν xµ = gµνwν

Since gµν is a symmetric tensor, the eigenvalues are real. If g is Riemannian, all
eigenvalues are strictly positive and if g is pseudo-Riemannian, some of them may
be negative. If there are ν positive and µ negative eigenvalues, the pair (µ, ν) is
called the index of the metric. If µ = 1, the metric is called Lorentzian. Once a
metric is diagonalised at any point by an appropriate orthogonal matrix, all the
diagonal elements are possible to reduce to ±1 by a suitable scaling of basis vector
with positive number. If we start with a Riemannian metric we end up with the
Euclidean metric δ = diag(1, . . . , 1) whereas, if we start with a Lorentz metric, we
get the Minkowski metric η = (−1, 1, . . . , 1). In the case (M, g) is Lorentzian, the
elements of TpM are divided in three classes:

(i) g(X,X) > 0 → X is space-like,

(ii) g(X,X) = 0 → X is light-like (or null),

(iii) g(X,X) < 0 → X is time-like.

Lorentz manifolds are of special interest in the theory of relativity.
Now, let M be an m-dimensional submanifold of an n-dimensional Riemannian
manifold N with the metric gN . If f : M → N is the embedding which induces
the submanifold structures onM, the pull-back map f∗ induces the natural metric
gN = f∗gN on M. The components of gM are given by

gMµν(p) = gNαβ(f(p))∂µf
α∂νf

β,

where fα denotes the coordinates of f(p). For example, consider the metric of the
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unit sphere embedded in
(
R3, δ

)
. Let (ϑ, ϕ) be the polar coordinates of S2 and

define f by the usual inclusion

f : (ϑ, ϕ) 7→ (sinϑ cosϑ, sinϑ sinϕ, cosϑ),

from which we obtain the induced metric

g = gµνdx
µ ⊗ dxν = dϑ⊗ dϑ+ sin2 ϑdϕ⊗ dϕ.

When a manifold N is pseudo-Riemannian, its submanifold f : M → N has a
metric gM = f∗gN . The tensor f∗gN is a metric only when it has a fixed index on
M.

1.1.3 Isometries and conformal transformations

A particular class of diffeomorphisms between two manifolds which plays a cen-
tral role in the construction of Hadamard states in asymptotically flat spacetimes
are conformal transformations. Before introducing it, it is due time to recall what
are isometries and Killing vectors.

Definition 1.1.14. Let M and N be (pseudo-) Riemannian manifolds endowed
with a metric gM and gN respectively. A smooth map ϕ :M→ N is an isometry
if

ϕ∗gN = gM.

Consider a point p ∈M; for all X ∈ TpM we call length of a vector the quantity
gp,M(X,X). Let ϕ be an isometry

ϕ : M→N
p 7→ q = ϕ(p)

and

ϕ∗ : TpM→ Tϕ(p)N
X 7→ Y

.
= ϕ∗(X)

Since ϕ is an isometry ϕ∗gN = gM, that is gp,M(X,X) = ϕ∗gϕ(p),N (X,X)
.
=

gϕ(p),N (ϕ∗X,ϕ∗X) = gϕ(p),N (Y, Y ) for all X ∈ TpM. In other words an isometry
maps a vector X ∈ TpM in ϕ∗X = Y ∈ TqN , keeping the length invariant. An
isometry may be regarded as a rigid motion.

Let p ∈M, U ⊂M be a neighbourhood of p, X(M) be the set of smooth vector
field defined in M and X ∈ X(M). Let ϕ : (−ε, ε) × U → M be a differentiable
map such that, for any q ∈ U , the curve t 7→ ϕ(t, q) is an integral curve of X passing
through q at t = 0 (U and ϕ are given by the fundamental theorem for ordinary
differential equation). X is called a Killing field if, for each t0 ∈ (−ε, ε) the mapping
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ϕ(t0, ) : U ⊂ M →M is an isometry. Necessary and sufficient condition fod this
to happen is that X satisfies Killing equations

xξ∂ξgµν + ∂µx
αgαν + ∂νx

βgµβ = 0.

From the definition of Lie derivative, this is tantamount to

LXgµν = 0. (1.1.1)

Equation (1.1.1) shows that the local geometry does not change as we move along
ϕ. In this sense, the Killing vector fields represent the direction of the symmetries
of a manifold.

A map that preserves a metric up to a scale factor is a conformal map.

Definition 1.1.15. Let M and N be a (pseudo-) Riemannian manifolds with the
metric gM and gN respectively and Ω ∈ D(M). A diffeomorphism

ϕ : M→N
p 7→ q = ϕ(p)

is a conformal transformation if

ϕ∗gN = Ω2gM

The set of conformal transformations on M is a group, the conformal group
denoted by Conf(M). Let us define the angle ϑ between two vectors X,Y ∈ Tp(M)
by

cosϑ
.
=

gp,M(X,Y )

[gp,M(X,X)gp,M(Y, Y )]
1
2

=
gµνX

µY ν

[gαβXαXβgγλY λY γ ]
1
2

.

If ϕ is a conformal transformation, the angle Θ between ϕ∗X,ϕ∗Y ∈ Tϕ(p)N is

cos Θ =
Ω2gµνX

µY ν

[Ω2gαβXαXβΩ2gγλY λY γ ]
1
2

= cosϑ.

Hence ϕ preserves the angle.
An important consequence on a Lorentzian manifold is that ϕ∗ preserves the local
light cone structure, namely

ϕ∗ :


space-like vector 7→ space-like vector

light-like vector 7→ light-like vector

time-like vector 7→ time-like vector
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1.1.4 Affine connection

A vector X is a directional derivative acting on f ∈ D(M) as X : f 7→ X(f).
However, there is no directional derivative acting on a tensor field of type (p, q),
which arises naturally from the differentiable structure of M. What we need is an
extra structure called connection, which specifies how tensors are transported along
a curve.

Definition 1.1.16. An affine connection ∇ on a differentiable manifold M is a
map

∇ :X(M)× X(M)→ X(M)

X,Y 7→ ∇XY

which satisfies the following properties:

(i) ∇fX+gY Z = f∇XZ + g∇Y Z,

(ii) ∇X(Y + Z) = ∇XY +∇XZ,

(iii) ∇XfZ = f∇XZ +X(f)Z,

in which X,Y, Z ∈ X(M) and f, g ∈ D(M)

This definition is not as transparent as that of tangent vector. The following
proposition should clarify the situation a little.

Proposition 1.1.17. Let M be a differentiable manifold with an affine connection
∇. There exists a unique correspondence which associates to a vector field X along
the differentiable curve σ : I → M another vector field DX

dt along σ called the
covariant derivative of X along σ, such that:

(i) D
dt(X + Y ) = DX

dt + DY
dt ,

(ii) D
dt(fX) = df

dtX + f DXdt ,

(iii) if X(t) = Y (σ(t)), then DX
dt = ∇ dσ

dt
Y ,

where X,Y ∈ X(M) and f ∈ D.

Proof. Let us suppose initially that there exists a correspondence satisfying (i), (ii)
and (iii). Let x : U ⊂ Rn → M be a system of coordinates with σ(I) ∩ x(U) 6= ∅
and let (x1(t), . . . , xn(t)) be the local expression of σ(t), with t ∈ I. Let eµ = ∂µ.
Then we can express the field X locally as X = xµeµ, µ = 1, . . . , dimM, where
xµ

.
= xµ(t) and eµ

.
= eµ(σ(t)).

By (i) and (ii), we have
DX

dt
=
dxµ

dt
eµ + xµ

Deµ
dt

.
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By (iii) and (i) of the Definition 1.1.16,

Deµ
dt

= ∇ dσ
dt
eµ = ∇( dx

ν

dt
eν)eµ =

dxν

dt
∇eνeµ.

Therefore,
DX

dt
=
dxµ

dt
eµ + xµ

dxν

dt
∇eνeµ. (1.1.2)

Equation (1.1.2) shows us that if there exists a correspondence satisfying the con-
dition of Proposition 1.1.17, then it is unique.
To show existence, define DX

dt in x(U) by (1.1.2). It is possible to verify that (1.1.2)
possesses the desired properties. If y(V) is another coordinate neighbourhood, with
x(U) ∩ y(V) 6= ∅ and we define DX

dt in y(V) by (1.1.2), the definitions agree in
x(U) ∩ y(V), by uniqueness of DX

dt in x(U). It follows that the definition can be
extended over all of M, and this concludes the proof.

Part (iii) of Definition 1.1.16 allows us to show that the notion of affine con-
nection is actually a local notion. Choosing a system of coordinates (U ,x) about
p ∈M and writing

X = xµeµ Y = yνeν

where eµ = ∂µ, we have

∇XY = xµ∇eµ (yν∇eν ) = xµyν∇eµeν + xµeµ(yν)eν .

Setting ∇eµeν = Γkµνek, we conclude that all Γkµν are differentiable functions and
that

∇XY =
(
xµyνΓkµν + xµeµ(yk)

)
ek,

which proves that∇XY (p) depends on xµ(p) and yν(p) and the derivatives xµeµ(yk) =
X(yk) of yk by X.
The concept of parallelism and geodesic follows in a natural way.

Definition 1.1.18. Let M be a differentiable manifold with an affine connection
∇. A vector X along a curve σ : I → M is called parallel when DX

dt = 0, for all
t ∈ I or, equivalently, when ∇XX = 0. The curve σ(t) is called geodesic.

An important result on affine connections is the Levi-Civita theorem. We need
to recall be forehand a few useful definition.

Definition 1.1.19. LetM be a differentiable manifold with an affine connection ∇
and a Riemannian metric g. A connection is said to be compatible with the metric
g when for any smooth curve σ and any pair of parallel vector field X and Y along
σ, we have g(X,Y ) = constant.

Proposition 1.1.20. Let M be a differentiable manifold with an affine connection
∇ and a Riemannian metric g. A connection is said to be compatible with the metric
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if and only if for any vector field X and Y along the differentiable curve σ : I →M
we have

d

dt
g(X,Y ) = g

(
DX

dt
, Y

)
+ g

(
X,

DY

dt

)
, t ∈ I (1.1.3)

Proof. Equation (1.1.3) entails that ∇ is compatible with g. Let us prove the
converse. Choose an orthonormal basis {P1(t0), . . . , Pn(t0)} of Tx(t0)M, t ∈ I. We
can extend the vectors Pi(t0) along the curve σ by parallel transport. Since ∇ is
compatible with the metric, {P1(t), . . . , Pn(t)} is an orthonormal basis of Tσ(t)M,
for any t ∈ I. We can write, therefore,

X = xµPµ, Y = yµPµ

where xµ and yµ are differentiable functions on I. It follows that

DX

dt
=
dxµ

dt
Pµ,

DY

dt
=
dyµ

dt
Pµ,

It descends,

g

(
DX

dt
, Y

)
+ g

(
X,

DY

dt

)
=

(
dxµ

dt
yµ +

dyµ

dt
xµ
)

=

=
d

dt
(xµyµ) =

d

dt
g(X,Y )

Proposition 1.1.21. Let M be a differentiable manifold with an affine connection
∇ and a Riemannian metric g. A connection is compatible with the metric if and
only if

Xg(Y,Z) = g(∇XY,Z) + g(Y,∇XZ), X, Y, Z ∈ X(M). (1.1.4)

Proof. Suppose that∇ is compatible with the metric. Let p ∈M and let σ : I →M
be a differentiable curve with σ(t0) = p, t0 ∈ I, and with dσ

dt

∣∣
t=t0

= X(p). Then

X(p)g(Y,Z) =
d

dt
g(Y,Z)

∣∣∣∣
t=t0

= g(∇X(p)Y, Z) + g(Y,∇X(p)Z)

Since p is arbitrary, equation (1.1.4) follows. The converse is obvious.

Definition 1.1.22. An affine connection ∇ on a smooth manifold M is said sym-
metric when ∇XY −∇YX = [X,Y ] = 0 for all X,Y ∈ X(M).

We state Levi-Civita theorem.

Theorem 1.1.23 (Levi-Civita). For any a Riemannian manifold M, there exists
a unique affine connection ∇ on M satisfying the conditions:

(i) ∇ is symmetric,
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(ii) ∇ is compatible with the Riemannian metric.

Proof. Suppose ∇ exists. Then

Xg(Y,Z) = g(∇XY,Z) + g(Y,∇XZ), (1.1.5)

Y g(Z,X) = g(∇Y Z,X) + g(Z,∇YX), (1.1.6)

Zg(X,Y ) = g(∇ZX,Y ) + g(X,∇ZY ). (1.1.7)

By summing equation (1.1.5) and (1.1.6) and subtracting (1.1.7) it holds on account
of the symmetry of ∇, that

Xg(Y, Z) + Y g(Z, Y )− Zg(X,Y ) =

= g([X,Z], Y ) + g([Y, Z], X) + g([X,Y ], Z) + 2g(Z,∇YX).

Therefore

g(Z,∇YX) =
1

2
(Xg(Y,Z) + Y g(Z, Y )− Zg(X,Y )+

−g([X,Z], Y )− g([Y, Z], X)− g([X,Y ], Z)) .
(1.1.8)

Formula (1.1.8) shows that ∇ is uniquely determined from the metric g. Hence, if
there exists, it has to be unique.
To prove existence, define∇ by (1.1.8). One can readily verify that∇ is well-defined
and that it satisfies the desired conditions.

The connection given by the theorem will be referred to, from now on, as the Levi-
Civita connection on M. Taken a coordinate system (U ,x), the functions Γκµν ,
defined on U by ∇eµeν = Γκµνeκ, are called Christoffel symbols of the connection
∇. From equation (1.1.8) it follows that

Γαµνgακ =
1

2
(∂µgνκ + ∂νgµκ − ∂κgµν) ,

where gµν
.
= g(eµ, eν).

Since gµν admits inverse gµν , we obtain

Γκµν =
1

2
(∂µgνα + ∂νgµα − ∂αgµν) gακ.

In the terms of Christoffel symbols, the covariant derivative has the classical ex-
pression

DX

dt
=

(
dxκ

dt
+ Γκµνx

ν dx
µ

dt

)
eκ.

Observe that DX
dt differs from the usual derivative in Euclidean space by terms

which involve the Christoffel symbols. Since for the Euclidean space Rn, we have
Γκµν = 0, the covariant derivative coincides with the usual derivative.
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1.1.5 Curvature and torsion

Since Γ is not a tensor, it cannot have an intrinsic geometrical meaning as a
measure of how much a manifold is curved. For example, in normal coordinates,
at a point p ∈ M Christoffel symbols of the connection vanish at p. As intrinsic
objects, we defined the torsion tensor and the Riemann curvature tensor (or simply
Riemann tensor

Definition 1.1.24. The torsion tensor T of a Riemannian manifold M is

T : X(M)⊗ X(M)→ X(M)

X,Y 7→ T (X,Y )
.
= ∇XY −∇YX − [X,Y ].

Definition 1.1.25. The Riemann curvature tensor Riem of a Riemannian manifold
M is map

Riem : X(M)⊗ X(M)⊗ X(M)→ X(M)

X,Y, Z 7→ R(X,Y, Z)
.
= ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z.

Since T and Riem are tensors, their actions on vector fields is obtained upon lin-
earity from the counterpart on the basis vectors. With respect to both a coordinate
basis {eµ} and to dual basis {dxµ}, the components of these tensors are

T κµν = 〈dxκ, T (eµ, eν)〉 = 〈dxκ,∇eµeν −∇eνeµ〉 =

= 〈dxκ,Γαµνeα − Γανµeα〉 = Γκµν − Γκνµ

and

Rκµνγ = 〈dxκ, R(eµ, eν)eγ〉 = 〈dxκ,∇eµ∇eνeγ −∇eν∇eµeγ〉 =

= 〈dxκ,∇eµΓανγeα −∇eνΓαµγeα〉 =

= 〈dxκ, (∂µΓανγ)eα + ΓανγΓβµαeβ − (∂νΓαµγ)eα + ΓαµγΓβναeβ〉 =

= ∂µΓκνγ − ∂νΓκµγ + ΓανγΓκµα − ΓαµγΓκνα.

From the Riemann curvature tensor, we construct new tensors by contracting the
indices. The Ricci tensor Ric is of type (0, 2):

Ric(X,Y )
.
= 〈dxµ, R(eµ, Y,X)〉

the components are
Rµν = R(eµ, eν , α) = Rγµγν .

Contracting once more, we obtain the scalar curvature R

R
.
= gµνRic(eµ, eν) = gµνRµν .

The Riemann tensor satisfy two important identities.

Rκµνγ +Rκνγµ +Rκγµν = 0, (first Bianchi identity)
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∇eλR
κ
µνγ +∇eµRκνλγ +∇eνRκλµγ = 0. ( second Bianchi identity) (1.1.9)

Contracting the indices k and ν of the second identity and using ∇eλ
.
= ∇λ

∇λRµγ −∇µRλγ +∇kRκλµγ = 0.

If the indices γ and µ are further contracted, we obtain

∇µ(R− 2Rµν) = 0

or equivalently,
∇µGµν = 0,

where Gµν is the Einstein tensor defined as

Gµν
.
= Rµν − 1

2
gµνR. (1.1.10)

1.2 Weyl Manifolds

In 1918 H. Weyl introduced a generalization of Riemannian geometry in his
attempt to formulate a unified field theory. Weyl theory failed for physical reasons,
but it remains a beautiful piece of mathematics, and it provides an instructive
example of non-Riemannian connections. The physical motivation for Weyl ideas is
as follows: In the general theory of relativity, Einstein used Riemannian geometry as
a model for physical space. However, the Universe is not a Riemannian manifold, for
there is no absolute measure of length. To wit, instead of assuming a scalar product
on the tangent space at each point, we are given a scalar product determined point-
wisely only up to a positive factor. This fact does not produce essential changes
in the geometry provided that a measure of length at one point uniquely induces
a counterpart globally (i.e., if it makes sense to compare the size of two tangent
vectors at two distinct points). We make these ideas precise. Our treatment is
based on [32].
M will always denote an n-dimensional smooth manifold, TpM the tangent space
of M at p and Λ1(M) the space of one-forms on M.

Definition 1.2.1. Two Riemannian metrics g and g̃ onM are said to be equivalent
if and only if g̃ = Ω2g where Ω ∈ D(M) and Ω 6= 0.

Definition 1.2.2. A conformal structure on M is an equivalence class G of Rie-
mannian metrics onM. A manifold with a conformal structure is called a conformal
manifold.

Note that in a conformal manifold one can speak of the angle between two vectors
at a point, or of the ratio of their length, although their absolute lengths are not
defined. Also the notions of a symmetric or skew-symmetric transformation of
vector fields make sense.
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Definition 1.2.3. A Weyl structure on M is a map F : G 7→ Λ1(M) satisfying
F (Ω2g) = F (g)− ∂µ ln Ω, where g and Ω2g are two arbitrary representation of the
same equivalence class in G. A manifold with a Weyl structure is called a Weyl
manifold

The main facts about Weyl manifolds, that we shall not prove, though one can refer
to [32], are the following.

Theorem 1.2.4. Let g be an arbitrary element of G, and denote F (g) by ϕ.

(i) A linear connection on a Weyl manifold M is said to be compatible if and
only if ∂kgµν + gµνϕk = 0

(ii) On every Weyl manifold there exists a unique torsion-free compatible linear
connection, the Weyl connection ∇̃; its components Γ̃κµν with respect to a chart
(Uα,xα) are:

Γ̃κµν =
1

2
gik(∂µgiν + ∂νgµi − ∂igµν) +

1

2
(δκµϕν + δκνϕµ − gµνgikϕi) =

= Γκµν +
1

2
(δκµϕν + δκνϕµ − gµνgikϕi) =

= Γκµν + ϕκµν

where ϕκµν
.
= 1

2(δκµϕν + δκνϕµ − gµνgikϕi)

(iii) Conversely, a torsion-free linear connection on a manifold M for which there
exist a Riemannian metric g and a one-form ϕ satisfying (ii) is the induced
connection of the Weyl structure determined by g and ϕ

As a consequence, the Weyl connection, is conformally invariant: If g̃ and g are
equivalent, namely g̃ = Ω2, the following property holds

Γ̃κµν(Ω2g) = Γ̃κµν(g) (1.2.1)

In place of ∇̃ that is not metric compatible, one can use the Weyl covariant deriva-
tive defined via

DµT
α...
β... = (∇̃µ + ωϕµ)Tα...β... = (∇µ + ωϕµ)Tα...β... + ϕαiµT

i...
β... − ϕiβµTα...i... (1.2.2)

where T is a given conformal tensor field of rank (r,s) and conformal weight ω =
ω(T ). Under conformal transformations, conformal tensors are mapped as

T 7→ ΩωT.

The Weyl covariant derivative is metric compatible.
Before introducing the “The Weyl-to-Riemann method” let us define the Weyl-
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invariant Riemannian tensor

R̃%σµν = ∂µΓ̃%νσ − ∂νΓ̃%µσ + Γ̃%µλΓ̃λνσ − Γ̃%νλΓ̃λµσ =

= R%σµν +∇µϕ%νσ −∇νϕ%µσ + ϕ%µλϕ
λ
νσ − ϕ

%
νλϕ

λ
µσ =

= R%σµν + R̂%σµν .

1.2.1 The Weyl-to-Riemann method

We present a simple, systematic and practical algorithm which translates the
problems of constructing conformally invariant equations in arbitrary Riemannian
spaces into a set of algebraic equations. This method, called “Weyl-to-Riemann”,
is based on two features of Weyl geometry:

(i) Using the Weyl covariant derivative and the Weyl geometrical tensor, all ho-
mogeneous equations written in Weyl space are conformally invariant.

(ii) When the Weyl structure satisfies ϕµ = ∂µ ln Ω, the Weyl space is called Weyl

Integrable Space (WIS) and the Weyl connection reduces to Γ̃κµν = Γ
κ
µν , where

Γ
κ
µν is the Christoffel connection of the metric tensor gµν = Ω2gµν

In practice, to construct a Riemannian conformally invariant nth-order equation for
a tensor field T of weight ω, one starts by writing the most general homogeneous
equation in Weyl space, say

a1D̃1 + a2D̃2 + · · ·+ b1Ũ1 + b2Ũ2 + · · · = 0,

where D̃i are derivative terms acting on T , Ũi are geometrical terms whereas ai, bi
are free parameters. As stated above, this equation is conformally invariant in a
Weyl space. The game consists in looking for combinations of ω, ai, bi in order to
obtain, when reducing to a Riemannian space imposing ϕµ = ∂µ ln Ω, an equation

a1D1 + a2D2 + · · ·+ b1U1 + b2U2 + · · · = 0,

which is conformally invariant.

Example 1.8. This example1 is taken by [33]. The most general second order
scalar field equation in a Weyl space involves the second-rank geometrical tensors.
It reads

gµν(DµDν + b1R̃µν + b2R̃gµν)ψ = (D2 + αR̃)ψ = 0,

1The author employs the signature (+,−,−,−). In this way the Weyl covariant derivative is

DµT
α...
β... = (∇µ − ωϕµ)T

α...
β... − ϕαiµT

i...
β... + ϕiβµT

α...
i...

whereas the Ricci tensor is
R̃ = R− 6(∇µϕµ − ϕµϕµ)
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where α = b1 + 4b2. This equation is expanded as(
� + αR− 2(1 + ω)ϕµ∇µ − (6α+ ω)∇µϕµ + (ω2 + 2ω + 6α)ϕµϕµ

)
ψ = 0,

(1.2.3)
where � = gµν∇µ∇ν and all other contractions are performed using gµν . We can
eliminate ϕ from this equations if and only if

1 + ω = 0

6α+ ω = 0

ω2 + 2ω + 6α = 0

This system has a unique solution

ω = −1

α =
1

6
.

Equation (1.2.3) is nothing but the usual conformally invariant scalar field equation
in 4D Riemannian spaces,

(� +
1

6
R)ψ = 0.

1.3 Asymptotically flat spacetimes

A spacetime is a four-dimensional smooth, Hausdorff, second countable, time
oriented, manifold M equipped with a Lorentzian metric g assumed to be every-
where smooth.

Definition 1.3.1. A vacuum spacetime is a spacetime satisfying vacuum Einstein
equations

Gµν = Rµν −
1

2
gµνR = 0 (1.3.1)

Contracting with gµν we obtain

gµνGµν = −R = 0

In this manner, a vacuum spacetime satisfies

Rµν = 0

We shall give a brief introduction of the notion that a spacetime be is “causally well
behaved”. Our treatment is based on [34], [35] and [36].

All spacetimes in General Relativity have only locally the same causal structure
as in the special relativity. Globally they can be have very significant differences.
For example, we can construct a (flat) spacetime with the topology S1 × R3 by
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identifying the hyperplanes t = 0 and t = 1 of Minkowski spacetime, as illustrated
in Figure 1.6

Figure 1.6

The integral curves of (∂t)
a in this spacetime will be closed and timelike. In

addition, in this spacetime with closed causal curves, severe consistency conditions
may exist on the solutions of equations describing the propagation of physical fields.
Spacetimes with closed causal curves can not be blamed entirely on “artificial”
topological identifications as in Figure 1.6, since examples with the topology R4

can be constructed by “twisting” the light cones, as illustrated in Figure 1.7.

Figure 1.7

It is generally believed that spacetimes with closed causal curves are not phys-
ically realistic. It is thus very useful to formulate precise conditions which charac-
terize this type of behaviour. One such characterization is strongly causality.

Definition 1.3.2. A spacetime (M, g) is said to be strongly causal if, for all p ∈M
and every neighbourhood O of p, there exists a neighbourhood V of p contained O
such that no causal curve intersects V more than once.

Unfortunately this requirement does not suffice neither to single out the possi-
bility that a perturbation of the metric around two or more points leads to closed
causal curves nor to guarantee the existence of a splitting of M which singles out



24 1. Mathematical structures

a family of hypersurfaces where to assign Cauchy initial data for a suitable field
equation. Let us introduce a few characterizations:

Definition 1.3.3. Let M be a smooth time-orientable manifold endowed with a
smooth metric g. Then we call:

• chronological future of p ∈M , the set I+(p) of points q ∈M such that there
exists σ : I ⊆ R → M connecting p and q and such that the tangent vector
of σ is everywhere timelike and future directed.

• causal future of p ∈M , the set J+(p) of points q ∈M such that there exists
σ : I ⊆ R →M connecting p and q and such that the tangent vector of σ is
everywhere either timelike or lightlike and future directed.

An analogous definition holds for the chronological and causal past of p, indicated
as I−(p) and J−(p) respectively.

Definition 1.3.4. A subset Σ ⊂ M is said to be achronal if there do not exist
p, q ∈ S such that q ∈ I+(p), i.e., if I+(S) ∩ Σ = ∅, where I+(p) is defined as the
set of events that can be reached by future directed timelike curve starting from p.
Futhermore we call

• the edge of Σ, the set of p ∈ Σ such that, for all O ⊂ M containing p, there
exist q ∈ O∩ I+(p) and r ∈ O∩ I−(p) and a timelike curve which joins q and
r without intersecting Σ,

• the domain of dependence of Σ, D(Σ), the set of all points p ∈ M such that
every inextensible curve through p intersects Σ.

From this definition, it descends a proposition whose proof is available in chapter
8 of [34]

Proposition 1.3.5. Any non-empty closed achronal set Σ ⊂ M with empty edge
is an embedded C0 submanifold of M of codimension 1.

This proposition leads us to define globally hyperbolic spacetimes

Definition 1.3.6. A time-oriented spacetime (M, g) is called globally hyperbolic
if and only if it contains a non-empty closed achronal set Σ with empty edge and
D(Σ) =M . Furthermore Σ is called a Cauchy (hyper)surface of (M, g).

We introduce a other class of manifolds asymptotically flat spacetime. For more
information see [37] and [38].

Definition 1.3.7. A vacuum spacetime (M, g) is called to be asymptotically flat

at null and spatial infinity if there exist (M̃, g̃) with g̃ everywhere smooth except
possibly at a point i0 where is at least C0 and a conformal isometry ϕ : M →
ϕ[M] ⊂ M̃ with conformal factor Ω satisfying the following conditions :
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(i) J+(i0)
⋃
J−(i0) = M̃ − M. In other words, i0 is spacelike related to all

points in M and the boundary ∂M of M consists of the union of i0, I + ≡
∂J+(i0)− i0 and I − ≡ ∂J−(i0)− i0.

(ii) There exists an open neighbourhood V of ∂M = i0
⋃

I +
⋃

I − such that
spacetime (V, g̃) is strongly causal.

(iii) Ω can be extended to a function on all of M̃ which is C2 at i0 and C∞

elsewhere.

(iv) (a) On I + and I − we have Ω = 0 and ∇̃µΩ 6= 0.

(b) We have Ω(i0) = 0, limi0∇̃µΩ = 0 and limi0∇̃µ∇̃νΩ = 2g̃µν(i0)

(v) The map of null directions at i0 into the space of integral curves of nµ ≡
g̃µν∇̃µΩ on I + and I − is a diffeomorphism.

Note that we have defined asymptotic flatness only for the case of vacuum
spacetimes, i.e. Rµν = 0. However, since only properties “near infinity” will play
role in our analysis, we required only Rµν = 0 in V

⋂
M. The physical Ricci tensor

Rµν = 0 is related to the unphysical Ricci tensor R̃µν by

Rµν = R̃µν + 2Ω−1∇̃µ∇̃νΩ + g̃µν g̃
%σ(Ω−1∇̃%∇̃σΩ− 3Ω−2∇̃%Ω∇̃σΩ) (1.3.2)

In equation (1.3.2), the right-hand side is the vacuum Einstein field equation ex-
pressed in terms of unphysical variables.
It should be emphasized that there exist a considerable arbitrariness in the as-
sociation of an unphysical spacetime (M̃, g̃) with an asymptotically flat physical

spacetime (M, g). In fact, (M̃, g̃,Ω) is defined up to a rescaling transformation

(M̃, g̃,Ω) 7→ (M̃, ω2g̃, ωΩ) (1.3.3)

Thus, there exists a considerable gauge freedom in the choice of the unphysical
metric. In other words, it is possible to implement condition five of Definition 1.3.7:
For the smooth function, ω on M̃− i0 with ω > 0 onM

⋃
I +

⋃
I − which satisfies

∇̃µ(ω4nµ) = 0 on I +
⋃

I −, the vector field ω−1nµ is complete on I +
⋃

I −.

Let us now discuss the meaning of all five conditions appearing in definition (1.3.7).

The first three imply that (M̃, g̃) possesses the basic properties of the conformal
completion of Minkowski spacetime. The first one states that i0 represent spatial
infinity, the second assures that no causal pathologies occur near infinity and the
third fixes the behaviour of Ω near infinity. An important role is played by condition
(iv) . The requirement that Ω vanishes at I +, I − and i0 implies that I +, I − and
i0 represents “infinity” for the physical spacetime. Furthermore, the requirement
on the derivatives of Ω imply that the metric g is asymptotically Minkowskian as
one approaches spatial infinity. Finally, condition (v) fixes the topology of I + and
I − to be S2 × R.
Note that the five conditions define asymptotic flatness at both spatial and null
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infinity. From now with asymptotically flat spacetimes we would indicate asymp-
totically flat vacuum spacetimes at future null infinity.

We conclude this section by mentioning an important property of asymptotically
flat spacetimes, which is related to the notion of asymptotic symmetries. Minkowski
spacetime (R4, η) has a 10-parameter group of isometries, the Poincaré group. Such
isometries play an important role in the analysis of the behaviour of physical fields
on Minkowski spacetime, in particular in the proof of conservation laws. On a curved
spacetime one would not expect any exact isometries to be present. However, in an
asymptotically flat spacetime, one might expect to recover a notion of asymptotic
symmetry. The asymptotic group, however, is not the Poincaré one, but rather an
infinite dimensional group known as the Bondi-Metzner-Sachs (BMS) group. Let
us introduce it.
In the unphysical spacetime, the unphysical metric g̃ induces a degenerate metric
q on the null hypersurface I +. Futhermore, since the vector field nµ = g̃µν∇̃νΩ
is tangent to I +, nµ may be viewed as a vector field on I +. Under a gauge
transformation of the form (1.3.3) the triple (I +, q, n) behaves as

I + 7→ I +, q 7→ ω2q, n 7→ ω−1n. (1.3.4)

If C denotes the class containing all triples (I +, q, n) transforming as (1.3.4) for
a fixed asymptotically flat spacetime, the gauge freedom does not allow to select a
preferred element in C. If C1 and C2 are the classes of triples associated to (M1, g1)
and (M2, g2) respectively, there exists a diffeomorphism

ϕ : I +
1 → I +

2

such that for (I +
1 , q1, n1) ∈ C1 and (I +

2 , q2, n2) ∈ C2

ϕ(I +
1 ) = I +

2 , ϕ∗q1 = q2, ϕ∗n1 = n2.

This guarantees that for every asymptotically flat spacetime (M, g) with an initial
choice of Ω0 one can fix Ω

.
= ωΩ0 in order that the metric

g̃|I + = −2d`dΩ + dS2(ϑ, ϕ).

This descends from the possibility to define in a neighbourhood of I + a coordinate
system (`,Ω, ϑ, ϕ). dS2(ϑ, ϕ) is the standard metric of a unit 2-sphere and ` ∈ R is
an affine parameter along the complete null geodesic forming I + itself with tangent
vector n = ∂/∂`. In these coordinates one has finally the triple (I +, qB, nB)

.
=

(R× S2, dS2, ∂/∂`).
We conclude this section with the definition of Bondi-Metzner-Sachs group.

Definition 1.3.8. The Bondi-Metzner-Sachs group GI is the group of diffeomor-
phisms of ϕ : I + → I + which preserves the universal structure of I +, i.e.
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(ϕ(I +), ϕ∗q, ϕ∗n) differs from (I +, q, n) at most by gauge transformation

I + 7→ I +, q 7→ ω2q, n 7→ ω−1n

To give an explicit representation of GI we need a suitable coordinate frame
on I + . Having fixed the triple (I +, qB, nB) one is still free to select an arbitrary
coordinate frame on the sphere and, using the parameter u of the integral curves of
nB to complete the coordinate system, one is free to fix the origin of u depending
on ς, ς generally. Taking advantage of the stereographic projection one may adopt
complex coordinates (ς, ς) on the (Riemann) sphere, ς = eiϕ cot(ϑ/2), ϑ, ϕ being
the usual spherical coordinates.

Definition 1.3.9. Coordinates (`, ς, ς) on I + define a Bondi frame when ς, ς ∈
C × C are complex stereographic coordinates on S2 , ` ∈ R (with the origin fixed
arbitrarily) is the affine parameter of the integral curves of n and (I +, q, n) =
(I +, qB, nB).

In this frame the set GI is nothing but SO↑(3, 1) n C∞(S2), and (Λ, f) ∈
SO↑(3, 1) n C∞(S2) acts on I + as

`→ `′
.
= KΛ(ς, ς)(`+ f(ς, ς))

ς → ς ′
.
= Λς

.
=
aΛς + bΛ
cΛς + dΛ

ς → ς ′
.
= Λς

.
=
aΛς + bΛ

cΛς + dΛ

KΛ(ς, ς)
.
=

(1 + ςς)

(aΛς + bΛ)(aΛς + bΛ) + (cΛς + dΛ)(cΛς + dΛ)
and Π1(Λ) =

[
aΛ bΛ
cΛ dΛ

]
Π : SL(2,C) → SO↑(3, 1) is a surjective covering homomorphism. The matrix of
coefficients aΛ, bΛ cΛ, dΛ is thus an arbitrary element of SL(2,C) determined by Λ
up on overall sign. GI can be viewed as the semidirect product of SO↑(3, 1) and the
Abelian group C∞(S2). The elements of this subgroup are called supertranslations.

To conclude this section, we introduce some terms which will be often used in the
following in order to specify the support properties of the most relevant operators
in the study of hyperbolic equations on globally hyperbolic spacetimes.

Definition 1.3.10. LetM be a globally hyperbolic spacetime and consider a region
Ω ⊆M . We say that Ω is:

• spacelike-compact if there exists a compact subset K ⊆ M such that Ω ⊆
JM(K);

• future-(past-) compact if its intersection with the causal past (future) of any
point is compact, namely if Ω∩J+

M(p)
(
Ω ∩ J+

M(p)
)

is compact for each p ∈M;

• timelike-compact if it is both future- and past-compact.
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1.4 Distribution on Manifold

The history of the theory of distributions is closely connected with the theory of
differential partial equations. In this section we first recall the notion of distributions
on Rn and then we remark on their generalization on arbitrary manifolds. Our
treatment is based on [39] for more information see [40] and [41].

1.4.1 Distribution on Rn

Let Ω be an open set in the real n−dimensional space Rn and let u be a con-
tinuous function defined in Ω. By support of u, denoted by supp(u), we mean
supp(u)

.
= {x;x ∈ Ω, u(x) 6= 0}. The support is thus the smallest closed subset of

Ω outside where u vanishes.

Definition 1.4.1. By E(Ω)
.
= Ck(Ω), 0 ≤ k ≤ ∞ we denote the set of all

k−differentiable functions u defined in Ω and by D(Ω)
.
= Ck0 (Ω) we denote the

set of all functions in E(Ω) with compact support. The elements of D(Ω) are called
test functions.

D(Ω) is a real vector space. It can be given a Fréchet topology by defining the limit
of a sequence of its elements. A sequence fk ∈ D(Ω) is said to converge to f ∈ D(Ω)
if the following two conditions are satisfied:

(i) there exists a compact set K ⊂ Ω containing the supports of all fk⋃
k

supp(fk) ⊂ K

(ii) for each multiindex α, the sequence of partial derivatives ∂αfk tends uniformly
to ∂αf

With this definition, D(Ω) becomes a complete locally convex topological vector
space satisfying the Heine–Borel property.

Definition 1.4.2. A linear map u on D(Ω) is called a distribution if there exists a
positive constant C and an integer k such that for all f ∈ D(Ω) it holds

|u(f)| ≤ C max
|α|≤k

sup
x∈Ω
|∂αf(x)|

The set of all distributions in Ω is denoted by D(Ω)′ and it is dual to D(Ω).

Example 1.9. Let n = 1 and Ω = (0, 1). The linear map

u(f) =

∞∑
1

fk
1

k

lies in D(Ω)′.
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An equivalent form of Definition 1.4.2 is given by the following theorem, which
we shall not prove.

Theorem 1.4.3. A linear map u on D(Ω) is a distribution if and only if u(fk)→ 0
when k →∞ for every sequence fk ∈ D(Ω) such that

(i) ∂αfk → 0 uniformly when j → 0, for every multiindex α

(ii) there exist a fixed compact subset of Ω containing the supports of all fk

A sequence satisfying the above properties is said to converge to 0 in D(Ω).

Any locally integrable function f ∈ L1
loc(Ω) defines a distribution in D(Ω)′ as:

D(Ω) 3 f 7→
∫

Ω
|f(x)|dx.

Theorem 1.4.4. Let u ∈ D(Ω). If supp(u) is a compact subset of Ω, then u has
a finite order N < ∞. Let K ⊂ V ⊂ Ω, where V is an open set. Then there exist
finitely many functions fβ ∈ Ω with supports in V such that:

u(f) =
∑
β

(−1)|α|
∫

Ω
fα(x)(∂αu)(x)dx f ∈ D(Ω)

This theorem, proven in [42], justifies the notation used commonly in physics,
where the evaluation of a distribution on a test function is written as an integral.
However this characterization must be taken with care, since it is in general not
possible to write a distribution U as a sum of measures with supports contained in
the support of u.

A number of operations on functions can be extended to distributions. The
most important of which is differentiation. If u(x) is a Ck function, then both u
and its derivatives ∂αu can be identified with distributions.
For any f ∈ D

(∂αu, f)
.
=

∫
f(x)∂αu(x)dx =

∫
(∂α(u(x)f(x))− u(x)∂αf(x))dx

As u(x)f(x) has compact support,
∫
∂α(u(x)f(x))dx vanishes. Hence

(∂αu, f) = −
∫
u(x)∂αf(x)dx = −(u, ∂αf)

The derivative of a distribution is defined by generalizing this identity

Theorem 1.4.5. If u ∈ D′, then the linear forms

(∂αu, f) = −(u, ∂αf)

are distributions and are the derivatives of u. If u ∈ C1, then its distributional
derivatives are identical with its classical derivatives. The map u 7→ ∂αu are con-
tinuous maps D′ → D′
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By iteration, one obtains the derivatives of higher order as

(∂αu, f) = (−1)|α|(u, ∂αf).

If u = f , a locally integrable function, then

(∂αf, f) = (−1)|α|
∫
f(x)∂αf(x)dx.

Conversely, any distribution can be written locally in this form

Theorem 1.4.6 (Structure theorem). Let u ∈ D′ and let Ω be an open set with
compact closure. Then there exists a continuous function f(x) and a multiindex α
such that u = ∂α in Ω.

Theorems 1.4.5 and 1.4.6, whose proof can be found in [39], are fundamental to
define a linear differential operator of order m.

Definition 1.4.7. Let {aα(x)}|α|≤m be a set of C∞ functions and u a distribution.
A continuous linear map P : D′ → D′

D′ 3 u→ Pu =
∑
|α|≤m

aα∂αu

is called a linear differential operator of order m.

Explicitly, for all f ∈ E the distribution Pu is

(Pu, f) = (u, P ∗f)

where
P ∗f =

∑
|α|≤m

(−1)|α|∂α(aαf)

is another mth order differential operator, called the formal adjoint of P . The for-
mal adjoint of P ∗ is P itself.

Now we discuss the singularity structure of distributions.

Definition 1.4.8. The singular support of u ∈ D(Ω)′ , sing supp(u), is the smallest
closed subset O such that u|Ω\O ∈ E(Ω \ O).

If a distribution has a nonempty singular support we can give a further char-
acterization of its singularity structure by specifying the direction in which it is
singular. This is exactly the purpose of the definition of a wave front set.

Definition 1.4.9. For a distribution u ∈ D(Ω)′ the wavefront set WF(u) is the
complement in Ω × Rn \ {0} of the set of points (x, ξ) ∈ Ω × Rn \ {0} such that
there exist

(i) a function f ∈ D(Ω) with f(x) = 1
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(ii) an open conic neighbourhood C of ξ, with

sup
ξ∈C

(1 + |ξ|)N |f̂ · (ξ)| <∞ ∀N ∈ N0

Introducing the concept of regular direction, it is possible to recast the Defini-
tion 1.4.9 so to give a more “physical” interpretation.

Definition 1.4.10. A neighborhood C of x0 ∈ Rn is called conic if x ∈ C implies
λx ∈ C for all λ ∈ (0,∞). Let be u ∈ D′(Ω) a distribution, a pair (x, ξ) ∈ Ω×Rn\{0}
is a regular direction for u if there exists ϕ ∈ C∞0 (Rn) with ϕ(x) 6= 0, a conic
neighbourhood C of ξ and constants CN , N ∈ N such that

|ϕ̂u(ξ)| < CN
1 + |ξ|N

∀ k ∈ C, N ∈ N

ϕ̂u is said to be rapidly decreasing as k →∞

Definition 1.4.11. Let be u ∈ D′(Ω) a distribution. The wavefront set of u is
defined to be

WF (u)
.
=
{

(x, ξ) ∈ Ω× Rn \ {0} | (x, ξ) is not a regular direction foru
}

With Definition 1.4.11, we have given the idea of the wavefront set as the set of
points and directions along which a distribution takes singular values.

Example 1.10. Let u ∈ C∞0 (Rn) be an everywhere smooth function. Every pair
(x, ξ) ∈ Rn × Rn \ {0} must be regular, so that

WF (u) = ∅.

The great advantages one gains in using wavefront set are due to its properties.

Theorem 1.4.12. Let be u ∈ D′(Rn) a distribution, then follow:

(i) if u is smooth, it holds WF (u) = ∅,

(ii) for every u, v ∈ D′(Rn) and ∀α, β ∈ C it holds

WF (αu+ βv) ⊆WF (u) ∪WF (v)

,

(iii) if P is an arbitrary partial differential operator it holds WF (Pu) ⊂WF (u),

(iv) Let U, V ⊂ Rm, let u ∈ D′(V ) and let χ : U → V be a diffeomorphism. The
pull-back χ∗(u) of u defined by χ∗u(f) = u(χ∗f) for all f ∈ D(U) fulfils

WF (χ∗u) = χ∗WF (u)
.
= {(χ−1(x), χ∗ξ)|(x, ξ) ∈WF (u)}

where χ∗k denotes the push-forward of χ in the sense of cotangent vectors,
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(v) let be u1, u2 ∈ D′(Rn) two distributions and let

WF (u1)⊕WF (u2)
.
=
{

(x, ξ1+ξ2) | (x, ξ1) ∈WF (u1) and (x, ξ2) ∈WF (u2)
}

if ξ1 + ξ2 6= 0 , the product u1u2 is a well-defined distribution in D′(Rn) and
it holds that

WF (u1u2) ⊆WF (u1) ∪WF (u2) ∪
(
WF (u1)⊕WF (u2)

)
.

Moreover, if u1, u2 ∈ C∞(Rn) it reduces to the standard point-wise product of
smooth functions.

Condition (iv) establishes that the wave front set transforms covariantly under
diffeomorphisms as an element of T ∗Rm , and we can extend its definition to dis-
tributions on general curved manifolds M by patching together wave front sets in
different coordinate gluing of M .

1.4.2 Distribution on M

Before introducing a theory of distributions on manifolds, it is useful to define
the concept of bundle and, in particularly, of vector bundle. For more information
see [43]

Definition 1.4.13. A bundle is a triple (E, π,M)
.
= ξ, where π : E →M is a map.

The spaceM is called the base space, the space E is called the total space, and the
map π is called projection of the bundle. For each q ∈M the space Fq = π−1(q) is
called the fibre of the bundle over q ∈M.

Intuitively, one thinks of a bundle as a union of fibres π−1(q) for q ∈ M
parametrized by M and “glued together” by the topology of the space E.
A vector bundle is a bundle with an additional vector space structure on each fibre.

Definition 1.4.14. A k-dimensional vector bundle ξ over F is a bundle (E, π,M)
together with the structure of a k-dimensional vector space over F on each fibre
π−1(q) such that the following local triviality condition is satisfied:

(i) each point q ∈ M has an open neighbourhood U and a U−isomorphism
h : U × F k → π−1(U) such that the restriction q × F k → π−1(q) is a vector
space isomorphism for each q ∈M.

An F-vector bundle is called real vector bundle if F = R and a complex vector
bundle if F = C.

Now let M be a manifold equipped with a smooth volume density dV , a Rie-
mannian metric g and consider a real or complex vector bundle ξ. The space of
compactly supported smooth sections valued in E will be denoted by D(M, E).
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We equip E and T ∗M with connections, both denoted by ∇. They induce coun-
terparts on the tensor bundles ⊗kT ∗M⊗ E. For a continuously differentiable sec-
tion f ∈ E(M, E) the covariant derivative is a continuous section in T ∗M⊗ E,
∇f ∈ E(M,⊗kT ∗M⊗ E).
For a subset U ⊂M and f ∈ Ck(M, E), we define the Ck-norm as

‖ f ‖Ck(U)
.
= max

µ=0,...,k
sup
q∈U
|∇µf(q)|.

If U is compact, then different choices of the metrics and of the connections yield
equivalent norms ‖ · ‖Ck(U) .
The elements of D(M, E) are referred to as test sections valued in E. We define a
notion of convergence of test sections.

Definition 1.4.15. Let f, fn ∈ D(M, E). We say that the sequence (fn)n converges
to f in D(M, E) if the following two conditions are satisfied:

(i) there exists a compact set K ⊂ M such that the supports of all fn are
contained in K, i.e., supp(fn) ⊂ K for all n;

(ii) the sequence (fn)n converges to f in all Ck -norms over K, i.e., for each k ∈ N

‖ f − fn ‖Ck(K)−−−→n→∞
0.

We fix a finite-dimensional K-vector space W . Recall that K = R or K = C
depending on whether E is real or complex.

Definition 1.4.16. A K-linear map F : D(M, E∗)→W is called a distribution in
E with values in W if it is continuous in the sense that for all convergent sequences
fn → f in D(M, E∗) one has F [fn] → F [f ]. We write D′(M, E,W ) for the space
of all W -valued distributions in E.

We provide two important examples of distributions.

Example 1.11. Pick a bundle E →M and a point q ∈M. The delta-distribution
δq is an E∗-valued distribution in E. For f ∈ D(M, E∗) it is defined by

δq[f ] = f(q).

Example 1.12. Every locally integrable section ϕ ∈ L1
loc(M, E) can be interpreted

as a K-valued distribution in E by setting for any f ∈ D(M, E∗)

ϕ[f ]
.
=

∫
M
ϕ(f)dV.

All definitions and properties mentioned in the previous section extend easily
to manifolds, since locally they are isomorphic to Rn.
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1.5 Wave Equation

We start with our study of wave operators, based on [44], that is consider an
equation of the form Pu = f where P is a normally hyperbolic (see below) operator
acting on sections in a vector bundle. Solving wave equations on all of the Lorentzian
manifold M is, in general, possible only if M is globally hyperbolic.

Definition 1.5.1. LetM be a Lorentzian manifold and let E →M be a K vector
bundle. A linear differential operator P : E(M, E)→ E(M, E) of second order will
be called normally hyperbolic if its principal symbol is given by the metric:

σP (X) = −〈X,X〉 · idEX ∀x ∈M, ∀X ∈ T ∗M.

In other words if we choose local coordinates onM and a local trivialization of
E, then

P = −
n∑
µν

gµν∂µ∂ν +

n∑
µ

Aµ∂µ +B

where Aµ and B are matrix-valued coefficients depending smoothly on local co-
ordinates.

We want to find operators which are inverses of P when restricted to suitable
spaces of sections. We will see that existence of such operators is basically equivalent
to the existence of fundamental solutions.

Proposition 1.5.2. Let M be a time oriented connected Lorentzian manifold and
P be a normally hyperbolic operator acting on sections in a vector bundle E over
M. Then there exist two linear maps G± : D(M, E)→ C∞(M, E) satisfying

(i) P ◦G± = G± ◦ P = idD(M,E)

(ii) supp(G±f) ⊂ JM± (supp(f)) for all f ∈ D(M, E)

called advanced (retarded) Green operator for P .

Not all linear differential operators admit Green operators, but, indeed, those
who do, are of primary physical relevance, since, as we shall show in the next section,
one can associate to them a distinguished algebra of observables, built out of G± .
For this reason we can encompass these special operators in a specific class.

Definition 1.5.3. LetM be a time oriented connected Lorentzian manifold and P
be a normally hyperbolic operator acting on sections of a vector bundle E overM.
P is called Green-hyperbolic if it admits advanced and retarded Green operators.

Starting from G+ and G− it is also possible to define an new operator

Definition 1.5.4. Let M be a timeoriented connected Lorentzian manifold, P be
a Green-hyperbolic operator acting on sections in a vector bundle E over M and
let G± be the advanced and retarded Green operators for P . Then G = G+ −G−
is the causal propagator for P .
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The causal propagator entails the full characterization of the space of solutions
of the wave equation Pu = 0. G satisfies properties similar to (i) and (ii) of
Proposition 1.5.2

(i) P ◦G = 0

(ii) supp(Gf) ⊂ JM(supp(f)) for all f ∈ D(M, E)

We outline the last result of this section which has an important physical inter-
pretation.

Proposition 1.5.5. Let M be a timeo riented connected Lorentzian manifold, P
be a Green-hyperbolic operator acting on smooth sections of a vector bundle E over
M and let G be the causal propagator. The space S(M) of solutions with spacelike-
compact support of the equation Pu = 0 on M is isomorphic to the quotient space
D(M, E)/P (D(M, E)) via the map I : D(M, E)/P (D(M, E))→ S(M) that [f ] 7→
Gf .

This proposition guarantees the possibility to endow S(M) with a symplectic
form, which allows to use an holographic principle to construct Hadamard states
for the linearized Einstein equations.
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We apply the analytical theory of wave equations and develop a few mathe-
matical basic tools necessary to introduce the quantization of fields. These are
henceforth meant as sections in vector bundles, which dynamics is ruled by a suit-
able wave equation. There are two different approaches.
In the more traditional one a quantum field is constructed as a distribution satisfy-
ing the wave equation in a weak sense, via a mode expansion. These distributions
take value in the selfadjoint operators on the Fock space realized using the creation
and annihilation operators associated to the modes, up to the selection of a cyclic
vector which lies in the kernel of all annihilation operators. The construction of the
Fock space is however crucially dependent upon the choice of modes. For the case
of Minkowski spacetime, the resulting Hilbert space is the unique Fock space whose
vacuum state vector is covariant under the action of the Poincaré group: Heuristi-
cally, the physical interpretation is that all inertial observers will agree on what is
to be regarded as the vacuum state. The fact that we have covariance under the
action of the Poincaré group entails that it is meaningful to talk about particles,
but for curved spacetimes this is no longer the case.

37
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A general curved spacetime will possess no symmetries that can be used to pick
out a preferred representation, through invariance of a vacuum state, and thus the
particle interpretation becomes difficult. It seems that for a quantum field theory
on curved spacetimes the approach of local quantum physics is more appropriate.
The idea is to associate to a physical system a suitable algebra of observables which
encodes the relevant physical properties of isotony, locality and covariance. Once
the algebra has been constructed and once a continuous, linear, positive functional
on the algebra has been assigned, it is possible to identify via GNS theorem the
observables as linear operators acting on a suitable Hilbert space. The choice of the
algebra is not random but it must fulfil a set of axioms, first formulated by Haag
and Kastler in [45]. Although they assumed to work in Minkowski spacetime, it is
possible to generalize these axioms to a generic spacetime [46].
As said by mathematical physicist Edward Nelson: “quantization is a mystery, but
second quantization is a functor”. Using the formalism of category theory, it is
possible to construct a local covariant field as a functor from the category of glob-
ally hyperbolic Lorentzian manifolds equipped with a formally selfadjoint normally
hyperbolic operator to the category of C∗ -algebras. This functorial interpretation
of locally covariant quantum field theory on curved spacetimes has been introduced
in [12], [47] and [48].

Before sketching the algebraic approach, it is useful to introduce the ∗-algebras.
We follow [44] and for more information see [49] and [50].

2.1 C∗-algebras

Definition 2.1.1. Let A be an associative C-algebra, let ‖ · ‖ be a norm on the
C-vector space A, and let ∗ : A → A, a 7→ a∗ , be a C-antilinear map. Then
(A, ‖ · ‖, ∗) is called a unital C∗-algebra, if (A, ‖ · ‖) is complete with respect to the
norm for all a, b ∈ A and λ ∈ C, the following conditions hold true:

(i) ∃ 11 ∈ A s.t. a11 = 11a = a

(ii) a∗∗ = a

(iii) (ab)∗ = b∗a∗

(iv) (a+ λb)∗ = a∗ + λb∗

(v) ‖ ab ‖≤‖ a ‖‖ b ‖

(vi) ‖ a∗ ‖=‖ a ‖

(vii) ‖ a∗a ‖=‖ a ‖2

The conditions (i) to (iv) define a unital ∗-algebra.
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Example 2.1. Let M be a differentiable manifold. We call

A .
= D(M)

.
= C∞0 (M)

D(M) the algebra of smooth functions of compact support. All f ∈ D(M) are
bounded and we may define a norm and a ∗-operation as follows:

‖ f ‖ .= sup
x∈M

|f(x)|

f∗(x)
.
= f(x)

(D(M), ‖ · ‖, ∗) satisfies all axioms of a commutative C∗-algebra except for
(A, ‖ · ‖) not being complete.

Definition 2.1.2. An element a of a C∗-algebra is called selfadjoint if a = a∗.

Like any algebra a C∗-algebra A has at most one unit 11. Let b be another unit,
then

11 = 11 · b = b

For all a ∈ A we have

11∗a = (11∗a)∗∗ = (a∗11∗∗)∗ = (a∗11)∗ = a∗∗ = a

and similarly it descends a11∗ = a. Thus 11∗ is also a unit. By uniqueness 11 = 11∗

,i.e., the unit is selfadjoint. Furthermore,

‖ 11 ‖=‖ 11∗11 ‖=‖ 11 ‖2

hence ‖ 11 ‖= 11 or ‖ 11 ‖= 0. In the second case 11 = 0 and therefore A = 0. Hence
we may (and will) from now on assume that ‖ 11 ‖= 11.

Definition 2.1.3. Let A be a C∗-algebra with unit. An element a ∈ A is called

(i) normal if aa∗ = a∗a

(ii) an isometry if a∗a = 11

(iii) unitary if a∗a = aa∗ = 11

In particular, sefladjoint elements are normal. In a commutative algebra, all
elements are normal.

Definition 2.1.4. Let A and B a C∗-algebras. An algebra homomorphism

π : A → B

is called a ∗-morphism if for all a ∈ A we have

π(a∗) = π(a)∗

A map π : A → A is called ∗-automorphism if it is an invertible ∗-morphism.
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2.2 The algebra of observables

Since our ultimate goal is the quantization of a free field theory, our starting
point will still be the field Φ :M→ R which solves a linear field equation PΦ = 0,
where P is an hyperbolic operator (see Definition 1.5.1).
Hence we call S(M) the space of solutions built out of smooth, compactly supported
initial data:

S(M) = {Φf ∈ E(M) | ∃ f ∈ D(M) and Φf = G(f)}

where G is the causal propagator (see Definition 1.5.4). S(M) can be equipped with
a bilinear, skew-symmetric non degenerate form σ : S(M) × S(M) → R. In this
way S(M) becomes a symplectic space and it can be interpreted as the phase space
of the theory. Classical observables are maps Ff : S(M)→ R, or equivalently from
D(M) into R if we recall the properties of G, the causal propagator. In between
the classical observables of especial relevance are those of the form

Ff (Φ)
.
= Φ(f) =

∫
M
d4x
√
|g|Φ(x)f(x)

whose Poisson brackets for f 6= g ∈ D(M) yield

{Ff , Fg} = G(f, g) (2.2.1)

As a matter of fact our quest will be to find a way to collect all our observables
into an algebra A, or in other words we look for a map ϕ : D(M) → A where
the symbol ϕ is here used without any reference a priori to the field, which was
previously indicated as Φ. The choice of A is not random, but, actually, it must fulfil
the requirements of Definition 2.1.1: An example is represented by the Borchers-
Uhlmann algebra. For a more detailed treatment see [20].

Definition 2.2.1. The Borchers-Uhlmann algebra A (M) is defined as

A (M)
.
=
∞⊕
n=1

D(M)⊗n and D(M)0 .
= C

The algebra A (M) satisfies the following properties:

(i) there exists a product defined by linear extension of the product of D(M)n;

(ii) there exists a ∗−operation defined by the antilinear extension of |f∗|(x1, . . . , xn) =
f(xn, . . . , x1);

(iii) there exists a sequence {fk}k = {⊗nfk}k of elements in A (M) that converges

to f = ⊗nf (n) if f
(n)
k tends to f (n) for all n in the locally convex topology of

D(M)n. There exists moreover N such that fk = 0 for all n > N and all k

(iv) all elements of A (M) are finite linear combinations of multi-component test
functions
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The Borchers-Uhlmann algebra has no information on the dynamics of the under-
lying field. To solve this problem, one can quotient A (M) by an ideal I generated
by elements of the form

−ıG(f, g)⊕ (f ⊗ g − g ⊗ f) and Pf

Definition 2.2.2. The field algebra F (M) defined as

F (M)
.
= A (M)/I

is equipped with the product, ∗-operation and topology descending from A (M).
If O is an open subset of M, F (O) denotes the algebra obtained by allowing only
test functions with support in O

Lemma 2.2.3. The field algebra F (M) fulfils the time-slice axiom: Let Σ be a
Cauchy surface of (M, g) and let O be an arbitrary causally convex neighbourhood
of Σ. Then F (O) = F (M).

From the above discussion, one can infer that ϕ plays indeed the role of a field
in the algebra and thus its symbol can be correctly exchanged with Φ.

The field algebra is not the only possible choice which fulfils the requirements
of the Definition 2.1.1: There exists a second possibility, the Weyl algebra.

Definition 2.2.4. We call Weyl algebra W(M) the unital C∗-algebra generated
by the abstract symbols W (ϕ), for allϕ ∈ S(M) such that for all ϕ,ψ ∈ S(M) the
following conditions are satisfied:

(i) W (0) = 1

(ii) W (−ϕ) = W (ϕ)∗

(iii) W (ϕ) ·W (ψ) = e−ıσ(ϕ,ψ)/2W (ϕ+ ψ).

The symplectic vector space (S(M), σ) in which is defined a Weyl algebra W(M)
is commonly referred as Weyl system. W(M) is unique up to ∗-isometries (see [49]).

As defined, the Weyl algebra cannot be read as map from C∞0 (M) into suitable
algebra elements. In order to solve this potential problem, recall that every Φ ∈
S(M) can be written as Φ = G(f) for a suitable f ∈ C∞0 (M) (see Proposition 1.5.2).
Furthermore on account of (2.2.1) and of the subsequent identity, we also know
that σ(Φ,Ψ) = G(f, g) where Φ = G(f) and Ψ = G(g). In other words we have
identified a ∗-isomomorphism which associates to each generator W (Φ) another
generator V ([f ]) such that

V ([f ]∗ = V (−[f ]) and V ([f ])V ([g]) = e
ı
2
G([f ],[g])V ([f ] + [g])

for all [f ], [g] ∈ C∞0 (M)/J where J
.
= {f ∼ g if ∃h ∈ C∞0 (M) fulfilling f−g = Gh}
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2.3 Haag-Kastler axioms

The algebraic approach was initially developed by Haag and Kastler in [45] as a
way to lay down a collection of axioms which should be obeyed by an algebra, that
describes the observables of a quantum field theory in Minkowski spacetime. One
begins by considering the open relatively compact subsets of Minkowski spacetime to
ensure that one is only taking into account those observables that can be measured
within a finite region, such as a laboratory. This rules out global observables such as
total energy and charge. For each such subset O, a quantum field theory assigns an
algebra A(O), which will contain all local observables that can be measured within
the region O. Each A(O) is assumed to be a C∗-algebra. The smallest C∗-algebra
containing the union of all the algebras over all the regions with compact closure
will be denoted by A and is known as the algebra of observables for the spacetime.
To ensure that such a net describes the observables of a quantum field theory, certain
extra conditions need to be imposed on it. These conditions are the Haag-Kastler
axioms and we now state them in their modern form:

(i) Isotony : for all open sets O ⊂ O′ ⊂ M , then A(O) ⊂ A(O′) and the full
∗-algebra of local observables is defined as the union of all A(O), with O ⊂M
contractible open bounded,

(ii) Causality : for all open sets O,O′ ⊂M spacelike separated [A(O),A(O′)] = 0,

(iii) Covariance: for any isometry h : O → O′ we can associate αh : A(O) →
A(O′) which maps (αhV )(f)

.
= V (f ◦ h−1).

The first condition ensures that if a measurement can be made in a region O,
which satisfies O ⊂ O′ , then that measurement can also be performed in the second
region O′. The second condition is where relativity enters: Measurements made in
causally disconnected regions cannot influence each other. If one can extend all
relations to include unbounded regions, which contain a Cauchy surface for the
ambient spacetime, then a time-slice condition might hold true. The existence
of a time-slice condition is important for making physical predictions: One can
determine the state of system by examining its expectation values on all elements
of the algebra. However, if one had to do this for elements of the algebra that were
localised anywhere within the spacetime, then it would be totally impractical to
obtain the state. Even if the time-slice condition holds, it is still impractical to
know all expectation values in a whole slice. The final condition express the idea
that a theory on a globally spacetime should be covariant under its isometry group.
The preceding formulation has since been implemented by the methods of locally
covariant quantum field theory due to Brunetti, Fredenhagen and Verch [48], which
permit to generalized on all physically admissible spacetimes, using methods from
category theory.

2.4 Category theory

Definition 2.4.1. A category C consists of the following data:
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(i) a collection objC, whose elements will be called objects of the category,

(ii) a collection of morphisms between objects, i.e. f : A → B, where A,B ∈
objC. Furthermore it is required that for all f : A→ B and for all g : B → C
there exists h : A→ C such that h = g ◦ f , where A,B,C ∈ objC

(iii) for every object A, there exist a morphism 11A ∈ C(A;A) called the identity
on A.

These data are subject to the following requirements:

(i) Associativity : given any morphism f ∈ C(A;B), g ∈ C(B;C), h ∈ C(C;D) it
holds that h ◦ (g ◦ f) = (h ◦ g) ◦ f

(ii) Identity : given any morphism f ∈ C(A;B), g ∈ C(B;C), it holds 11B ◦ f = f
and g ◦ 11B = g

In the theory of categories, it is possible to define, also, a map between cate-
gories.

Definition 2.4.2. Let C1 and C2 two categories. A functor F is a “map”

F : C1 → C2

such that for all A ∈ objC1, there exists B ∈ objC2 such that B = F (A) and for
each morphism f : A1 → A2 there exists g : F (A1)→ F (A2), where A1, A2 ∈ objC1.
In shorthand we write g = F (f).

This paragraph was only a very brief introduction to category theory and for
more information see [51], [52] [53].
The formalism of category theory is useful to construct a locally covariant quantum
field theory according to [48] as a functor from a category of spacetimes to a cate-
gory of suitable algebras. The first step in this construction is the definition of an
appropriate category of spacetimes. We have already explained in section 1.3 that
four-dimensional, oriented and time-oriented, globally-hyperbolic spacetimes are
the physically sensible Lorentzian manifolds. It is therefore natural to take them as
the objects of a category of spacetimes. Regarding the morphisms, one could think
of various possibilities to select them among all possible maps between the space-
times under consideration. However, to be able to emphasise the local nature of a
quantum field theory, we shall consider isometric embeddings between spacetimes.
Heuristically, the underling ideas is to require locality by asking that a quantum
field theory on a “small” spacetime can be embedded into a larger spacetime with-
out having information about the remainder of the larger spacetime. A sensible
quantum field theory will depend moreover on the orientation and time-orientation
and the causal structure of the underlying manifold, we should therefore only con-
sider embeddings that preserve these structures. To this avail, we follow [48]. Let
us now resume the above considerations in a definition.
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Definition 2.4.3. The category of spacetimes Man consists of the class of objects
obj(Man) constituted by globally hyperbolic, four-dimensional, oriented and time-
oriented spacetimes (M, g). Given two spacetimes (M1, gM1) and (M2, gM2) in
obj(Man), the morphisms χ ∈ homMan((M1, gM1), (M2, gM2)) are orientation and
time orientation preserving isometric embeddings

χ : (M1, gM1)→ (M2, gM2)

such that:

(i) if γ : [a, b]→M2 is any causal curve and γ(a), γ(b) ∈ χ(M1) then the whole
curve must in the image χ(M1), i.e. γ(t) ∈ χ(M1) for all t ∈ (a, b) ;

For any χ ∈ homMan((M1, gM1), (M2, gM2)) and ζ ∈ homMan((M2, gM2), (M3, gM3))
the composition rule ζ ◦ χ is defined as the composition of maps. Hence ζ ◦ χ :
(M1, gM1) → (M3, gM3) is a well-defined map which is a diffeomorphism onto
its range ζ(χ(M1)) and isometric; also property (i) is fulfilled, and hence ζ ◦ χ ∈
homMan((M1, gM1), (M3, gM3)). The associativity of the composition rule follows
that of the composition of maps. Each homMan((M, gM), (M, gM)) possesses a
unit element, given by the identity map idM : x→ x, x ∈M .

Before concluding this section we give a last definition, which will be used in
the following section.

Definition 2.4.4. The category of C∗-algebra Alg consists of objects obj(Alg),
all unital C∗-algebras, whose morphisms are faithful (injective) unit-preserving ∗-
homomorphisms. Given α ∈ homAlg(A1,A2) and α′ ∈ homAlg(A2,A3), the compo-
sition α′◦α is again defined as the composition of maps and it is seen to be an element
in homAlg(A1,A3). The unit element in homAlg(A,A)) is for any A ∈ Obj(Alg)
given by the identity map idA : A → A, A ∈ A.

2.5 Axioms of Locally Covariant Theory

As anticipated at the end of section 2.3, a locally covariant theory incorporates
in a local sense the principle of general local covariance of general relativity. So
locally covariant quantum field theories will be described mathematically in terms
of covariant functors between the categories of globally hyperbolic spacetimes and
that of C∗-algebras. Moreover, locally covariant quantum fields can be described
in this framework as natural transformations between certain functors. The usual
Haag-Kastler framework can be regained from this approach as a special case. It is
possible to resume in a three point the axioms of locally covariant theory :

(i) to each globally hyperbolic time-oriented spacetime (M, g) we associate a
unital C∗-algebra A(M);

(ii) let χ :M→ N be an isometric embedding which preserves causal relations,
then there exists an injective homomorphism αχ : A(M)→ A(N );
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(iii) let χ :M→N and ζ : N → L be isometric embeddings. Then αζ◦χ = αζ◦αχ;

The first three conditions characterize a quantum field theory as a covariant functor
F from the category Man to the category Alg. It is possible to add additional two
conditions which correspond to causality and to the time-slice axiom.

(iv) let χi : Mi → N , i = 1, 2, be morphisms with causally disjoint images.
Then the images of A(M1) and A(M2) represent independent subsystems
of A(N ) in the sense that the algebras A(M1) and A(M2) commute and
A(M1)⊗A(M2) 7→ A(M1)∨A(M2) defines an isomorphism from the tensor
product A(M1)⊗A(M2) to the algebra generated by A(M1) and A(M2);

(v) let χ :M→N be a morphism such that its image contains a Cauchy surface
of N . Then αχ is an isomorphism.

In quantum field theory fields are defined as distributions with values in the
algebra of observables. They are required to transform covariantly under isometries
of spacetime. At first sight, it seems that the latter requirement becomes moot on
generic spacetimes. Furthermore, it seems to be difficult to compare fields which
are defined on different spacetimes. Yet it turns out that the locally covariant
framework offers the possibility for a new interpretation of the concept of fields.

Definition 2.5.1. A locally covariant quantum field is a natural transformation Φ
between the functors D and A, i.e. for any object (M, g) in Man there exists a
morphism Φ(M,g) : D(M, g) → A(M) in Alg such that for each given morphism
χ ∈ homMan((M, gM), (N , gN )) holds the following commutative diagram:

D(M)
Φ(M)−−−−→ A(M)

χ∗

y yαχ
D(N )

Φ(N )−−−−→ A(N )

The commutativity of the diagram means that αχ ◦ ΦM = ΦN ◦ χ∗, i.e. the
requirement of covariance for fields.

2.6 Algebraic states

The last step in the algebraic approach consist of representing the algebra of
observable on a suitable Hilbert space: The quest to find a representation either of
the Weyl or of the field algebra is the most difficult aspect of the algebraic approach
to quantum field theory, even Minkowskian spacetime. A method to tackle to this
problem was given by Gelfand, Naimark and Segal and their theorem represents
one more important result of the whole algebraic approach. As a starting point, let
us to define the concept of algebraic state.

Definition 2.6.1. We define an algebraic state of a ∗-algebra A a linear functional
ω : A → C which satisfies the following properties:
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(i) ω(11) = 1

(ii) ω(a∗a) ≥ 0 ∀a ∈ A

Let us show that, whenever we represent a ∗-algebra on a Hilbert space via
linear operators, we can automatically construct several states.

Lemma 2.6.2. Let A be any topological ∗-algebra with an identity element and H
a Hilbert space with scalar product (·, ·), such that there exists a strongly continuous
representation π : A → L(D), where D is a dense subspace of H , L(D) is the
space of continuous linear operators on D and where π(a∗) = π(a)∗ for all a ∈ A.
Then, for any ψ ∈ D of unit norm, the functional ωψ : A → C defined as ωψ(a)

.
=

(ψ, π(a)ψ) is a state on A.

Proof. Let ψ ∈ D be any element such that ‖ψ‖H = 1. Let ωψ(a)
.
= (ψ, π(a)ψ). Per

construction ωψ is linear and continuous since π is linear and strongly continuous.
ωψ(11) = 1 follows from ‖ψ‖H = 1 and π(11) = idD, π being a representation. To
conclude we notice that

ωψ(a∗a)
.
= (ψ, π(a∗a)ψ) = (ψ, π(a)∗π(a)ψ) = ‖π(a)ψ‖2H ≥ 0,

where we exploited π(ab) = π(a)π(b) and π(a∗) = π(a)∗.

As we can directly infer from the proof, the assignment of (ψ, π,H ) allows to
construct a state in the algebraic sense and the overall result depends strictly on
the choice of ψ. Notice that one is not forced to choose a single element of norm 1,
but it is possible to consider a linear combination of vectors in H , say

∑
i ψi such

that ‖
∑

i ψi ‖= 1. The whole discussion is motivated by following theorem1

Theorem 2.6.3 (GNS). Let ω be a state on a topological ∗-algebra A with a unit
element. There exists a dense subspace D of a Hilbert space (H , (·, ·)), as well as
a representation π : A → L(D) and a unit vector Ω ∈ D, such that ω = (Ω, π(·)Ω)
and D = π(A)Ω. The GNS triple (D, π,Ω) is determined up to unitary equivalence.

Proof. The first step consists of endowing A with an inner product defined as
(a, b)•

.
= ω(a∗b) for each a, b ∈ A. This is per construction sesquilinear and positive

semidefinite, since (a, a)• = ω(a∗a) ≥ 0. We need to check Hermiticity, namely that
(a, b)• = (b, a)• holds for all a, b ∈ A. To this avail one needs to take into account
the following two identities:

4a∗b = (a+ b)∗(a+ b)− (a− b)∗(a− b)− i(a+ ib)∗(a+ ib) + i(a− ib)∗(a− ib);
4b∗a = (a+ b)∗(a+ b)− (a− b)∗(a− b) + i(a+ ib)∗(a+ ib)− i(a− ib)∗(a− ib).

The positivity requirement on ω yields the Cauchy-Schwarz inequality for (·, ·)•,
namely |(a, b)•|2 ≤ (a, a)•(b, b)•, but it does not ensure that non-degeneracy holds
for this sesquilinear form. Hence, we have to single out the vanishing elements
introducing the subset I = {a ∈ A | ω(a∗a) = 0}. This is a closed left ideal of A
(but I∗ * I in general):

1The proof of the Theorem 2.6.3 is slavishly copied from [54]
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• It is a closed subset of A being the preimage of 0 under the continuous map
a ∈ A 7→ ω(a∗a) ∈ R;

• Using the Cauchy-Schwarz inequality, we note that ω(ba) = 0 = ω(a∗b) for
each a ∈ I and for each b ∈ A. In particular, this means that I = {a ∈
A | ω(ba) = 0 ,∀b ∈ A}, showing that I is a vector subspace of A;

• ω((ba)∗ba) = ω((a∗b∗b)a) = 0 for each a ∈ I and each b ∈ A, hence I is a left
ideal.

We can thus define the vector space D .
= A/I, where the latter is the set of equiv-

alence classes [a] induced by the following equivalence relation: a ∼ a′ if and only
if there exists b ∈ I such that a′ = a + b. We can endow D with the positive def-
inite Hermitian non-degenerate sesquilinear form (·, ·) defined as ([a], [b])

.
= (a, b)′

for all [a], [b] ∈ D, where a and b are any representative of the equivalence classes
[a] and [b] respectively. This is well defined as a consequence of the remarks made
above and it endows D with a pre-Hilbert structure. Taking the completion of
(D, (, )) produces a Hilbert space H . The representation π can be induced via
left multiplication exploiting the fact that I is a left ideal, namely we introduce
π : A → L(D) defined via π(b)[a] = [ba] for all b ∈ A and for all [a] ∈ D. For
each a, b ∈ A it is easy to check that π(ab) = π(a)π(b), while π(a∗) = π(a)∗ follows
from the identity ([a∗b], [c]) = ([b], [ac]), so that π turns out to be a representa-
tion. Furthermore, setting Ω

.
= [11], one has (Ω, π(a)Ω) = ω(11∗a11) = ω(a) for each

a ∈ A and π(A)Ω = D. This concludes the identification of the GNS triple. Let
us now tackle uniqueness. Suppose that one can find another realization of ω as
(D′, π′,Ω′) and let us introduce the operator U : D → D′ such that U(π(a)Ω)

.
=

π′(a)Ω′ for each a ∈ A. This is well-defined since π(a)Ω = 0 means ω(a∗a) = 0,
which yields ‖π′(a)Ω′‖′2 = 0. Furthermore U preserves the scalar product, namely
(U [a], U [b])′ = (π′(a)Ω′, π′(b)Ω′)′ = (Ω′, π′(a∗b)Ω′)′ = ω(a∗b) = ([a], [b]), and has
an inverse U−1 : D′ → D, defined as U−1(π′(a)Ω′)

.
= π(a)Ω for each a ∈ A, pre-

serving the scalar products as well. Thus it can be extended to a unitary operator
from H to H ′, the Hilbert space obtained via completion of D′. In other words
this means that Ω′ = UΩ and that the defining relation for U can also be read as
π′([a]) = Uπ(a)U−1. This is nothing but the statement that the two representations
π and π′ are unitary equivalent.

Let us conclude this section with a definition.

Definition 2.6.4. Let A be a ∗-algebra and F the field algebra.

(i) A state ω on A(M) is said to be mixed, if it is a convex linear combination
of states, i.e. ω = λω1 + (1− λ)ω2 , where λ < 1 and ωi = ω are states on A.
Otherwise a state is said to be pure.

(ii) A state ω on F (M) is said even, if it is invariant under Φ(f) → −Φ(f), i.e.
it has vanishing n-point functions for all odd n.
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(iii) An even state on F (M) is called quasifree or Gaussian if, for all odd n
ωn(f1, . . . , fn) = 0 and for all even n

ωn(f1, . . . , fn) =
∑
πn∈S′n

n/2∏
i=1

ω2(fπn(2i−1), fπn(2i))

Here, S′n denotes the set of ordered permutations of n elements which satisfies
the following condition

πn(2i−1) < πn(2i) for 1 ≤ i ≤ n/2, πn(2i−1) < πn(2i+1) for 1 ≤ i ≤ n/2

(iv) Let αt denote a one-parameter group of ∗-automorphisms on A, i.e. for
arbitrary elements A, B of A,

αt(A ∗B) = (αt(A))∗αt(B) αt(αs(A)) = αt+s(A) α0(A) = A

A state ω on A is called αt-invariant if ω(αt(A)) = ω(A) for all A ∈ A.

2.6.1 Hadamard states

Definition 2.6.1 is too general encompassing also states which do not have phys-
ically reasonable properties. To restrict this freedom, it seems reasonable to look at
the situation in Minkowski spacetime. We require that all ground states possess the
same ultraviolet properties, i.e. they have the same UV energy behaviour, namely
they satisfy the so-called Hadamard condition which we would like to explain in a
more formally manner later. We will see that this condition ensures us that the
possibility to regularize quantum observables, building a generalization of Wick
polynomials which are used in perturbative quantum field theory. As a by product
this yields also finite quantum fluctuation for observables.
In this subsection, we present only the analysis of Hadamard states for real scalar
fields following [54]. The counterpart for highter spin fields can be found in [20]
and [21].

Let us consider the field algebra: It contains only linear combinations of products
of free fields at different points. However, if one wants to treat interacting fields
in perturbation theory, one needs a notion of normal ordering, i.e. a way to define
field monomials like Φ2(x). So, let us consider a massless scalar field in Minkowski
spacetime. Its two-point function is

ω2(x, y)
.
= ω2(Φ(x)Φ(y)) = lim

ε↓0

1

4π2

1

(x− y)2 + iε(x0 − y0) + ε2
(2.6.1)

where ε ∈ R. For ε = 0 this is a smooth function if x and y are spacelike or timelike
separated. It is singular at (x − y)2 = 0, but the singularity is ‘good enough’ to
give a finite result when smearing ω2(x, y) with two test functions. Hence, ω2 is a
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well-defined (tempered) distribution. However, if we were to define Φ2(x) by some
“limit” like

Φ2(x)
.
= lim

x→y
Φ(x)Φ(y)

the expectation value of the resulting object would “blow up”. A solution to this
problem is to define field monomials by appropriate regularising subtractions. For
a squared field, this is achieved by setting

:Φ2(x):
.
= lim

x→y
(Φ(x)Φ(y)− ω2(x, y)11)

The field :Φ2(x): has a finite expectation value. In the standard Fock space picture,
one writes the field in terms of creation and annihilation operators in momentum
space i.e.

Φ(x) =
1√
2π3

∫
dk√
2k0

a†ke
ikx + ake

−ikx.

This procedure is equivalent to the above defined subtraction of the vacuum ex-
pectation value. However, having defined the Wick polynomials is not enough. We
would include them in the Borchers-Ulhmann algebra. Using the mode-expansion
picture, one can compute

:Φ2(x): :Φ2(y): = :Φ2(x)Φ2(y): +4 :Φ(x)Φ(y):ω2(x, y) + 2 (ω2(x, y))2

Obviously, ω2(x, y) is singular, and one could wonder whether the singularities are
mild enough to yield finite integrals when evaluated with test functions: In terms of
a mode decomposition, one could equivalently wonder whether the momentum space
integrals, appearing in the definition of :Φ(x)Φ(y): via normal ordering converge in
a suitable topology. In Minkowski spacetime, on account of the energy property of
the vacuum state, this is indeed the case. In more detail, the Fourier decomposition
of the two-point function ω2 is written as

ω2(x, y) = lim
ε↓0

1

(2π)3

∫
R3

dkΘ(k0)δ(k2)eik(x−y)e−εk0 (2.6.2)

where Θ(k0) denotes the Heaviside step function. We see that the Fourier transform
of w2 has only support on the forward lightcone. This corresponds to the fact that
we have associated the positive frequency modes to the creation operators in the
above mode expansion of the quantum field. This insight allows to determine the
square of ω2(x, y) by a convolution in Fourier space

(ω2(x, y))2 = lim
ε↓0

1

(2π)6

∫
R3

dq

∫
R3

dpΘ(q0)δ(q2)Θ(p0)δ(p2)ei(q+p)(x−y)e−ε(p0+q0)

= lim
ε↓0

1

(2π)6

∫
R3

dk

∫
R3

dqΘ(q0)δ(q2)Θ(k0 − q0)δ((k − q)2)eik(x−y)e−εk0 .

Since ω2 has only support in one “energy direction”, namely the positive one, the
intersection of its Fourier support and the same support evaluated with negative
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momentum is compact, and the convolution therefore well-defined. Moreover, as
this statement only relies on the large momentum behaviour of the Fourier trans-
forms, it holds equally in the case of massive fields, as the mass shell approaches the
light cone for large momenta. It looks promising to promote the Hadamard condi-
tion to a good selection criterion for physical states in Minkowski spacetime. It is
indeed also used in quantum field theory in curved spacetimes in order both to se-
lect physical states among all possible ones and to discuss perturbatively interacting
theories.

We shall outline the definition of the Hadamard condition. It can be formulated
in two ways, one being a generalisation of the position space form (2.6.1) of the vac-
uum two-point function and the other being a generalisation of its momentum space
form (2.6.2). We shall start our review of the Hadamard condition by considering
the microlocal aspects of Hadamard states. Heuristically, the language of microlocal
analysis is well-suited because generic curved spacetimes are not translationally in-
variant and therefore do not allow to define a global Fourier transform and a related
global energy positivity condition. Moreover, recalling by Definition 1.4.11 that the
wavefrontset is the collection of all points and directions along a distribution taking
singular values, it is useful to characterize the wavefront set with test functions.
From equations (2.6.1) and (2.6.2) and from Theorem 1.4.12 one can infer that the
wavefront set of the two-point function (for m ≥ 0) in Minkowski spacetime is

WF (ω2) =
{

(x, y, k,−k) ∈ T ∗R8 \ {0} | x 6= y, (x− y)2 = 0, k||(x− y), k0 > 0
}

∪
{

(x, x, k,−k) ∈ T ∗R8 \ {0} | k2 = 0, k0 > 0
}
,

(2.6.3)
where k||(x− y) entails that k is parallel to the vector connecting the points x and
y. It is the condition k0 > 0 in particular, which encodes the energy positivity of
the vacuum state. We can now rephrase our observation that the pointwise square
of ω2(x, y) is a well-defined distribution by noting that WF (ω2) ⊕WF (ω2) does
not contain the zero section. In contrast, we know that the δ-distribution δ(x) is
singular at x = 0 and that its Fourier transform is a constant. Hence, its wave front
set reads

WF (δ) = {(0, k) ∈ T ∗R \ {0} | k ∈ R \ {0}} ,

. We see that the δ-distribution does not have a “one-sided” wave front set and,
hence, cannot be squared. The same holds if we view δ as a distribution δ(x, y) on
C∞0 (R2). Then

WF (δ(x, y)) = {(x, x, k,−k) ∈ T ∗R2 \ {0} | k ∈ R \ {0}} .

The previous discussion suggests that a generalisation of equation (2.6.3) to
curved spacetimes is the sensible requirement to select physical states. We shall
now define such a generalisation.

Definition 2.6.5. Let ω be a state on the field algebra F(M) (see Definition 2.2.2):
We say that ω fulfils the Hadamard condition and is therefore a Hadamard state if
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its two-point correlation function ω2 fulfils

WF (ω2) =
{

(x, y, kx,−ky) ∈ T ∗M2 \ {0} | (x, kx) ∼ (y, ky), kx . 0
}
.

Here, (x, kx) ∼ (y, ky) implies that there exists a null geodesic c connecting x to y
such that kx is coparallel and cotangent to c at x and ky is the parallel transport of
kx from x to y along c. Finally, kx .0 means that the covector kx is future-directed.

Example 2.2. All vacuum states and thermal equilibrium states on ultrastatic
spacetimes (i.e. spacetimes with a metric ds2 = −dt2 + hµνdxµdxν , with hµν time
independent) are of Hadamard form.

Example 2.3. Given a Hadamard state ω on the field algebra F(M) and a smooth
solution Ψ of the field equation PΨ = 0, one can construct a coherent state by
redefining the quantum field Φ̂(x) as Φ̂(x) 7→ Φ̂(x) + Ψ(x)11. The induced coherent
state has two-point function ωΨ,2(x, y) = ω2(x, y) + Ψ(x)Ψ(y), which is Hadamard
since Ψ(x) is smooth.

Example 2.4. The Bunch-Davies state on de Sitter spacetime fulfils the Hadamard
condition. It has been shown in [17] and [55] that this result can be generalised
to asymptotically de Sitter spacetimes, where distinguished Hadamard states can
be constructed by means of a holographic argument. These states are generalisa-
tions of the Bunch-Davies state in the sense that the aforementioned holographic
construction yields the Bunch-Davies state in de Sitter spacetime.

2.7 Holographic principle

One of the main obstacles in combining in a unique theory general relativity
and quantum mechanics consists in the understanding of the role and of the num-
ber of quantum degrees of freedom of gravity. A new direction in this investigation
has been proposed by G. ’t Hooft in [56], who suggested the famous holographic
principle: The physical information in a spacetime is fully encoded on the bound-
ary of the region under consideration. ’t Hooft paper represented a starting point
for countless research papers which led to an extension of the Bekenstein-Hawking
result on black hole entropy to a wider class of spacetime regions. A weaker version
of the holographic principle states that any quantum field theory living in a D-
dimensional spacetime can be fully described by means of a second theory living on
a suitable submanifold, with codimension 1, which is not necessary boundary of the
former. However, this principle does not give any prescription on how to construct
an holographic counterpart of a given quantum field theory. A few example are
known, the most notable being the so-called anti deSitter - conformal field theory
(AdS/CFT) correspondence [57] (or Maldacena conjecture or gauge/gravity dual-
ity). We outline and we use in the construction of Hadamard states for linearized
gravity another implementation of the the holographic principle known also as bulk
to boundary correspondence (BBC). Our treatment is based on [17], in which, in or-
der to implement the holographic principle in four-dimensional asymptotically flat
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spacetimes (M, g), it is proposed to construct a correspondence between a theory
living on M and a quantum field theory living on the conformal boundary I of
M.

2.7.1 Bulk to Boundary Corrispondece

The paradigm of the Bulk to Boundary Corrispondence is to encode the infor-
mation of a QFT defined in the bulk of a manifold into a counterpart living on
the boundary. Our treatment is a briefly introduction. For more information refer
to [17].
This correspondence is motivated by the following Proposition.

Proposition 2.7.1. Assume that (M, g) is asymptotically flat (see Definition 1.3.7)

with associated unphysical space (M̃, g̃) with g̃|M = Ω2g. Suppose that there exists

an open set Ṽ ⊂ M̃ with M∩ J−(I −) ⊂ Ṽ (the closure being referred to M̃ )
such that (Ṽ , g̃) is globally hyperbolic so that (M∩ V, g) is globally hyperbolic, too.
If Φ : M∩ Ṽ → C has compactly supported Cauchy data on some Cauchy surface
of M∩ Ṽ and satisfies the massless conformal Klein-Gordon equation,

�Φ− 1

6
RΦ = 0 (2.7.1)

where � is d’Alembert operator and R is the scalar curvature, the following condi-
tions are satisfy:

(i) the field Φ̃
.
= Ω−1Φ can be extended uniquely into a smooth solution in (Ṽ , g̃)

of

�Φ̃− 1

6
R̃Φ̃ = 0

(ii) for every smooth positive factor ω defined in a neighbourhood of I − used to
rescale Ω→ ωΩ in such a neighbourhood, (ωΩ)−1Φ extends to smooth field Ψ
on I − uniquely.

Proof. LetM
Ṽ

:=M∩ Ṽ and the symbol “tilde” written on a causal set indicates

that the metric g̃ is employed, otherwise the used metric is g. Notice that J̃−(M)∩
I = ∅ so that J−(p;M

Ṽ
) = J̃−(p; Ṽ ) if p ∈ M

Ṽ
. (M

Ṽ
, g) is globally hyperbolic

because it is strongly causal and the sets J−(p;M
Ṽ

) ∩ J+(q;M
Ṽ

) are compact

for p, q ∈ M
Ṽ

(see sec. 8 in [34]). Indeed, (Ṽ , g̃) is strongly causal and thus
(M

Ṽ
, g) is strongly causal. If p, q ∈ M

Ṽ
, J−(p;M

Ṽ
) ∩ J+(q;M

Ṽ
) is compact

because J−(p;M
Ṽ

) ∩ J+(q;M
Ṽ

) = J̃−(p; Ṽ ) ∩ J̃+(q; Ṽ ) and J̃−(p; Ṽ ) ∩ J̃+(q; Ṽ )

is compact since (Ṽ , g̃) is globally hyperbolic. As a consequence, we can use in
M
Ṽ

(but also in Ṽ ) standard results of solutions of Klein-Gordon equation with
compactly supported Cauchy data in globally hyperbolic spacetimes [34]. (a) Let S
be a spacelike Cauchy surface for (M

Ṽ
, g). It is known [34] that, in any open subset

of M and under the only hypothesis g̃ = Ω2g, is valid for Φ if and only if is valid
for Φ̃ := Ω−1Φ. The main idea of the proof is to associate Φ with Cauchy data for
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Φ̃ on a suitable Cauchy surface of the larger spacetime (Ṽ , g̃), so that the unique
maximal solution Φ̃ of uniquely determined in (Ṽ , g̃) by those Cauchy data, on a
hand is well defined on I ⊂ Ṽ , on the other hand it is a smooth extension of Ω−1Φ
initially defined in M

Ṽ
only. Let KS be the compact support of Cauchy data of Φ

on S. As Ṽ is homeomorphic to the product manifold R× Σ, R denoting a global
time coordinate on Ṽ and Σ being a spacelike Cauchy surface of Ṽ , one can fix Σ in
the past of the compact set KS . Since KS is compact and the class of the open sets
Ĩ−(p; Ṽ )∩ Ĩ+(q; Ṽ ) with p, q ∈M

Ṽ
is a basis of the topology ofM

Ṽ
, it is possible to

determine a finite number of points p1, . . . pn ∈MṼ
in the future of KS in order that

∪iI−(pi;MṼ ) ⊃ KS . In this way one also has ∪iJ−(pi;MṼ ) = ∪iJ̃−(pi; Ṽ ) ⊃ KS .

On the other hand, as is well known ∪iJ̃−(pi; Ṽ ) ∩ D+(Σ) is compact and, in
particular, KΣ := ∪iJ̃−(pi; Ṽ ) ∩ Σ = ∪iJ−(pi;MṼ ) ∩ Σ is compact too, it being a
closed subset of a compact set. Notice that, outside J−(KS ;M

Ṽ
) ∪ J+(KS ;M

Ṽ
)

the field Φ vanishes in M
Ṽ

. Thus we are naturally lead to consider compactly
supported (in KΣ) Cauchy data on Σ for the equation , obtained by restriction
of Ω−1Φ and its derivatives to Σ. Let Φ̃ be the unique solution of in the whole
globally hyperbolic spacetime (Ṽ , g̃), associated with those Cauchy data on Σ. By
construction Φ̃ must be an extension to (Ṽ , g̃) of Φ̃ defined in M

Ṽ
(more precisely

in D̃+(Σ; Ṽ )∩M
Ṽ

= D+(Σ∩MṼ ;MṼ )), since they satisfy the same equation and

have the same Cauchy data on Σ. The proof concludes by noticing that I ⊂ Ṽ
and thus ψ

.
= Φ̃|I− is, in fact, a smooth extension to I of Φ̃.

(b) The case with ω 6= 1 is now a trivial consequence of what proved above replacing
Ω with ωΩ in the considered neighbourhood of I − where ω > 0.

Proposition2 2.7.1 entails that, at level of classical fields, there exist a corre-
spondence between solutions of the field equation (2.7.1) and an associated field Ψ
defined on I −. In the next paragraph we show how to implement at a level of
algebras of observables such correspondence. If it can be implemented in terms of
an injective ∗-homomorphism, the algebra of the bulk can be realized as subalgebra
of the observables of the boundary counterpart.

Bosonic QFT in the bulk

Consider a real linear bosonic QFT in (M, g) based on the symplectic space
(S(M), σM), where S(M) is the space of solutions Φ of equation

PΦ = 0

where P is the Klein-Gordon operator P = �+ ξR+m2 with � = −∇a∇a, m > 0
and ξ ∈ R constants. The symplectic form σM is:

σM(Φ1,Φ2)
.
=

∫
Σ

(Φ2∇NΦ1 − Φ1∇NΦ2) dµ(S)
g (2.7.2)

2The proof of the Proposition 2.7.1 is slavishly copied from [17]
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for all Φ1,Φ2 ∈ S(M). Σ is an arbitrary Cauchy surface of M with normal

unit future-directed vector N and 3-volume measure dµ
(Σ)
g induced by g. For

any symplectic space (S(M), σM ), it is possible to construct an algebra of ob-
servables, a Weyl algebra W(M) in these cases. This algebra is, up to (isometric)
∗-isomorphisms, unique and its generators WM(Φ) 6= 0, Φ ∈ S(M), satisfy Weyl
commutation relations

WM(−Φ) = WM(Φ)∗ WM(Φ)WM(Ψ) = eiσM (Φ,Ψ)/2W (Φ + Ψ) (2.7.3)

where W(M) represents the basic set of quantum observables associated with the
bosonic field Φ propagating in the bulk spacetime (M, g).

Bosonic QFT on I − and G−I -invariant states

Recalling Definition 1.3.7 on page 24 I − ≡ R × S2, consider the symplectic
space (S(I −), σ), where

S(I −)
.
=
{

Ψ ∈ C∞(R× S2) |Ψ , ∂`Ψ ∈ L2(R× S2, d` ∧ dS2(ϑ, ϕ)
}

dS2 being the standard volume form of the unit 2-sphere and the symplectic form
σ is given by

σ(Ψ1,Ψ2)
.
=

∫
R×S2

(
Ψ2

∂Ψ1

∂`
−Ψ1

∂Ψ2

∂`

)
d` ∧ dS2(ϑ, ϕ)

for all Ψ1,Ψ2 ∈ S(I −). As in the previous paragraph, we associate to (S(I −), σ)
the Weyl algebra W(I −) whose generators W (Ψ) 6= 0 satisfy the Weyl commuta-
tion relations (2.7.3). It is possible to prove that (S(I −), σ) is invariant under the
pull-back action of GI− , where GI− is the BMS group (see Definition (1.3.8)). In
other words,

(i) Ψ ◦ g ∈ S(I −) if Ψ ∈ S(I −);

(ii) σ(Ψ1 ◦ g,Ψ2 ◦ g) = σ(Ψ1,Ψ2) for all g ∈ G−I and Ψ1,Ψ2 ∈ S(I −).

As a consequence, GI− induces a ∗-automorphism α : W(I −)→W(I −), uniquely
individuated by the requirement

αg(W (Ψ))
.
= W (Ψ ◦ g−1)

with Ψ ∈ S(I −) and g ∈ GI− .
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G−I -invariant algebraic states on W(I −)

Consider the quasifree state ω on W(S(I −)) defined as follows:
if Ψ1,Ψ2 ∈ S(I −), then

ω(W (Ψ)) = e−µ(Ψ,Ψ)/2

µ(Ψ1,Ψ2)
.
= Re

∫
R×S2

2kΘ(k)Ψ̂1(k, ϑ, ϕ)Ψ̂2(k, ϑ, ϕ)dk ∧ dS2(ϑ, ϕ)
(2.7.4)

the bar denoting complex conjugation. Θ(k) is the Heaviside step function and Ψ̂
stands for the l-Fourier-Plancherel transform of Ψ:

Ψ̂(k, ϑ, ϕ)
.
=

∫
R

eikl√
2π

Ψ(l, ϑ, ϕ)dl (k, ϑ, ϕ) ∈ R× S2.

For every Ψ1,Ψ2 ∈ S(I −), the constraint

|σ(Ψ1,Ψ2)|2 ≤ 4 µ(Ψ1,Ψ1)µ(Ψ2,Ψ2)

must hold for every quasifree state and it is fulfilled by the scalar product µ, viz:

σ(Ψ1,Ψ2)
.
= −2Im

∫
R×S2

2kΘ(k)Ψ̂1(k, ϑ, ϕ)Ψ̂2(k, ϑ, ϕ)dk ∧ dS2(ϑ, ϕ).

Consider the GNS representation (H,Π,Υ) of ω. Since ω is quasifree, H is a
bosonic Fock space F+(H ) with cyclic vector Υ given by the Fock vacuum. The 1-
particle Hilbert H space is obtained as the Hilbert completion of the complex space
generated by the “positive-frequency parts” ΘΨ̂

.
= KµΨ, of every wavefunction

Ψ ∈ S(I −), with the scalar product 〈·, ·〉 individuated by µ. In our case

〈KµΨ1,KµΨ2〉
.
=

∫
R×S2

2kΘ(k)Ψ̂1(k, ϑ, ϕ)Ψ̂2(k, ϑ, ϕ)dk ∧ dS2(ϑ, ϕ).

The map Kµ : S(I −) → H is R-linear. As ω is quasifree, it is regular, so that
symplectically-smeared field operators σ(Ψ1,Ψ2) are defined in F+(H ) via Stone
theorem, namely:

Π(W (tΨ1)) = e−itσ(Ψ2,Ψ1)

with t ∈ R and Ψ ∈ S(I −) and these operators have the usual form in terms of
creator and annihilator operators.
The state ω satisfies two theorems, which are proved in [55]. The first concerns the
invariance properties of ω.

Theorem 2.7.2. The state ω defined in (2.7.4) whose GNS triple is (H,Π,Υ),
satisfies the following properties:

(i) it is invariant under the ∗-automorphisms representation GI− 3 g 7→ αg ,
namely: ω(αg(a)) = ω(a) for all a ∈W(I−) and g ∈ GI− ,



56 2. Quantum Field Theory in curved spacetimes: an algebraic approach

(ii) the unique unitary representation U : GI− 3 g 7→ Ug that implements α in
H leaving Υ invariant, namely,

UgaU
∗
g = αg(a) and UgΥ = Υ ∀a ∈ Ω(I−), g ∈ GI−

leaves H invariant and it is determined by U |H completely. U has the ten-
sorialised form

U = I ⊕ U |H ⊕ (U |H ⊕ U |H )⊕ (U |H ⊕ U |H ⊕ U |H ) . . .

(iii) the unitary representation U |H : H →H is irreducible.

A second important result concerns the positive-energy/uniqueness properties of
ω. In Minkowski QFT positivity of energy guarantees that, under small (external)
perturbations, the system does not collapse to lower and lower energy states. In
general spacetimes the notion of energy is associated with a notion of Killing time.
This interpretation can be extended to this case too: the positive-energy require-
ment is fulfilled for the “asymptotic” notion of time associated with limit values Ỹ
towards I − of a timelike future-directed vector field Y inM. The positive-energy
property for ∂`, determine completely ω.

Theorem 2.7.3. Consider the state ω defined in (2.7.4) and its GNS representa-
tion. The following holds.

(i) The state ω is the unique pure quasifree state on W(I −) satisfying both:

(a) it is invariant under α(∂`),

(b) the unitary group which implements α(∂`), leaving fixed the cyclic GNS
vector is strongly continuous with non negative self-adjoint generator (en-
ergy positivity condition).

(ii) Let λ be a pure (not necessarily quasifree) state on W(I−) which is GI−-
invariant. w is the unique state on W(I−) satisfying:

(a) it is invariant under α(∂`),

(b) it belongs to the folium of ω.

Interplay of QFT in M and QFT on I −

While in the previous section we have shown that there exists a preferred
quasifree pure state λ invariant under the action of SG−I , we induce a state ωM on
the algebra of field observables in the bulk.
To this avail, we concentrate beforehand on the algebraic properties, establishing
the existence of a nice interplay between W(I −) and W(M) under suitable hy-
potheses on the considered symplectic forms. Such interplay will be used to define
ωM in the next subsection.
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Theorem 2.7.4. Consider an asymptotically flat spacetime (M, g) and suppose
that every Φ ∈ S(M) extends smoothly to some ΓΦ ∈ S(I −) in order that:

σM(Φ1,Φ2) = σ(ΓΦ1,ΓΦ2) (2.7.5)

for every Φ1,Φ2 ∈ S(M).
Under these assumptions there exists an (isometric) ∗-homomorphism ı : W(M)→
W(I −) that identifies the Weyl C∗-algebra of the bulk M with a sub C∗-algebra of
the boundary I −; it is completely determined by the requirement:

ι (WM (Φ))
.
= W (ΓΦ) (2.7.6)

for all Φ ∈W(M).

Proof. Notice that the linear map Γ : S(M) → S(I −) has to be injective due to
nondegenerateness of σ and of equation (2.7.5). Consider the sub Weyl-C∗-algebra
AM of W(I −) generated by the elements W (ΓΦ) with Φ ∈ S(M). Since Weyl
algebras are determined up to ∗-algebra isomorphisms, AM is nothing but the
Weyl algebra associated with the symplectic space (Γ(S(M)), σ) and the map Γ :
S(M)→ Γ(S(M)) is an isomorphism of symplectic spaces. Under these hypotheses,
there exists a unique ∗-isomorphism ι : W(M) → AM ⊂ W(I −) completely
individuated by (2.7.6).

The existence of Γ : S(M)→ S(I −) fulfilling (2.7.5) implies the existence of a
isometric ∗-homomorphism ι : W(M)→W(I −). In this way the field observables
of the bulk are mapped into a suitable counterpart on I − as a bilinear product for
every state ω : W(I −)→ C which satisfies Definition 2.6.1 there exists ωM = ι∗ω :
W(M)→ C defined on the generators of W (M) as

ωM(W (ϕ)) = ι∗ω(W (ϕ))
.
= ω(ιW (ϕ)) = ω(W (Γϕ))

namely, the state ω on W(I −) induces a counterpart ωM on W(M) via pull-back.
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Around 1915, Einstein formulated his theory General Relativity, which provided
explanations for phenomena, such as the precession of the perihelion of Mercury, and
the deflection of light rays by massive objects. However, even before Einstein’s gen-
eral relativity, various experiments were revealing that an entirely new framework,
far removed from the “classical” approaches to physics, was required to describe
nature on a microscopic scale. This framework came to be known as quantum the-
ory. From those years, a tremendous amount of research has been devoted to the
attainment of a full quantum description of gravity. A number of candidate theories
have been put forward, most notably canonical quantum gravity, string theory and
loop quantum gravity, but up to now a quantum theory of gravity proves to be elu-
sive. Let us begin with field theories in Minkowski spacetime, say Maxwell theory
to be specific. Here, the basic dynamical field is represented by the tensor field Fµν
on Minkowski. The spacetime geometry provides the kinematical arena on which
the field propagates. We can foliate this spacetime by a one-parameter family of
three dimensional spacelike hypersurface, and analyse how the values of electric and
magnetic fields on one of these hypersurfaces determine those on any other surface.
In General Relativity there is no fixed background and the metric itself is the fun-
damental dynamical variable. Thus in the canonical approach quantum gravity the
metric tensor is split in two parts: Ones which plays the role of background and
the other one which represents the role of linear perturbations which propagate on
the background, i.e. a dynamical field. Specifically, one quantizes these perturba-
tions and treats them as another quantum field propagating on the chosen fixed
classical background. This approach has found applications particularly in early
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universe cosmology, where one studies tensor fluctuations in the cosmic microwave
background (CMB) (see [22, 58]). A particular class of spacetimes used in the
study of cosmology are Friedmann-Robertson-Walker and de Sitter spacetimes. In
these it is possible to quantize the perturbations using the framework of algebraic
quantum field theory, see [55] and [23]. The goals of this thesis is to generalize the
quantization of gravitational perturbations on asymptotically flat vacuum space-
times (see 1.3.7) and to construct thereupon an Hadamard state (see 2.6.5).

Let us start with the linearization of Einstein equations. For more details refer
to [34].

3.1 Linearized Einstein equations

Let M be a globally hyperbolic vacuum spacetime (see 1.3.6 and 1.3.7) and let
g0 be a solution of Einstein equations, namely

Rµν(g0) = 0

and let g be an approximate solution of the form

gµν = g0
µν + hµν

We are interest to linearizing the Einstein equations and to this end we follow [59]
We consider a one-parameter family of exact solutions λ 7→ g(λ) which solve

Gµν{g(λ)} = 0 (3.1.1)

where λ measures the size of perturbation namely

gµν(λ) = g0
µν + λhµν

Equation (3.1.1) is difficult to solve. Nevertheless, we can obtain a much simpler
equation expanding it in Taylor series

Gµν{g(λ)} = Gµν(g0) + λ
d

dλ
Gµν(g) + o(λ2)

By imposing that the right hand side vanishes order by order in λ. We obtain

d

dλ
Gµν{g(λ)}

∣∣∣∣
λ=0

= 0 (3.1.2)

Equations (3.1.2) are linear per construction and we can be express then in the
following form

(L h)µν = 0 (3.1.3)
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where L is a linear operator. Equations (3.1.3) are referred to as the “linearization”
of (3.1.1). As shown in [34]

(L h)µν = −1

2
2hµν +∇α∇(µhν)α−

1

2
∇µ∇νhαα−

1

2
gµν(∇α∇βhαβ −2hαα) (3.1.4)

where (·, ·) represent the symmetric part.
The linearized equations (3.1.4) also follow from the Euler-Lagrange equations of

L = Tµναβδγ∇µhνα∇βhδγ (3.1.5)

where Tµναβδγ is given by

Tµναβδγ =
1

4
(gµβgναgδγ + gµγgβ(νgα)δ + gβ(νgα)γgµδ

− gµβgδ(νgα)γ − gµ(δgγ)βgνα − gβ(νgα)µgδγ). (3.1.6)

The Lagrangian (3.1.5) comes from the second order expansion of the Einstein-
Hilbert action

S =

∫
M
RdVg,

where dVg denotes the metric volume element of M.
The covariant conjugate momentum

Πµνλ =
1√
−g

δS

δ∇µhνλ
= 2Tµνλδαβ∇δhαβ (3.1.7)

is given by

Πµνλ = −1

2
∇µhνλ +

1

2
gνλ∇µhαα −

1

2
gνλ∇δhµδ+

− 1

4
gµλ∇νhαα −

1

4
gµν∇λhαα +

1

2
∇νhµλ +

1

2
∇λhµν

and the Euler-Lagrange equations are

∇λΠλµν = (L h)µν = 0.

The principal symbol of (3.1.4) is

σPα (K)αβµν =− 1

2
K%K

%δαµδ
β
ν +KλK(µδ

β
ν)δ

α
λ+

− 1

2
KµKνg

λ%δαλδ
β
% −

1

2
gµν(KλK%δαλδ

β
% −KεKεg

λ%δαλδ
β
% ).

It is not hyperbolic. To recover hyperbolicity we notice that

(L (Lξg))µν = 0 (3.1.8)
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for any vector field ξ where Lξg stand for the Lie derivative. This entails that for
any solution h of (3.1.4), h′µν = hµν + Lξg is again a solution. This corresponds to
linear counterpart of the group of diffeomorphisms, which is the group of General
Relativity.
Suppose we choose a solution h of (3.1.4) such that

∇µhµν 6= 0.

We can use the gauge freedom to select ones which verifies

∇µh′µν = 0. (3.1.9)

Starting from h′µν = hµν + Lξg, this tantamount to look for ξν which solves the
following differential equations

2ξν = −∇µhµν .

Existence of a solution for these equations is proved in [60]. It is possible to note
that there exists a residual gauge symmetry, namely h′µν 7→ h̃µν = h′µν + Lξ′g such

that 2ξ′ = 0. This implies ∇µh̃µν = 0. Such additional freedom can be used as

follows. Suppose h′µµ 6= 0. Let h̃ be equal to h+ L
ξ̃
g such that 2ξ̃ν = 0 then

h̃µµ = 0. (3.1.10)

Can be required provided a ξν solves the following differential equations

2ξ̃ν = 0 ∇µξ̃µ = −h′µµ.

Existence of a solution for these equations is guaranteed under the construction
that the Cauchy surface is not compact [23]. This gauge is also known as transverse
traceless gauge (TT-gauge) and using h in place of h̃ we obtain

∇µhµν = 0

hαα = 0.
(3.1.11)

In the TT-gauge equations (3.1.4) descends to

−1

2
2hµν +∇α∇(µhν)α = 0

From the defining properties of the Riemann tensor and using Rµν = 0 (see Defini-
tion 1.3.1)

∇α∇(µhν)α = ∇(µ∇αhν)α +Rα γ
(µν) hγα +Rα γ

(µ|α| hν)γ =

= ∇(µ∇αhν)α +Rα γ
µν hγα.
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the linearized Einstein equations becomes

(L h)µν = 2hµν − 2Rα γ
µν hγα = 0

∇µhµν = 0

hαα = 0.

(3.1.12)

3.2 The structure of the space of solutions

In this section we present the construction of the phase space for the solutions
of the linearized Einstein equations (3.1.12) . The existence and the uniqueness of
these solutions is guaranteed by Proposition 1.5.2.

Theorem 3.2.1. Let be h ∈ Γ(
⊗2

s T
∗M) and G the causal propagator. Then h

solves the linearized Einstein equations namely

Lµν(h) = 2hµν − 2Rα β
µν hαβ = 0

∇µhµν = 0

hµµ = 0

if and only if hµν = G(λµν) for every λµν ∈ Γ(
⊗2

s T
∗M) and if it holds the following

condition:
λµν = ∇µ∇να+ εµν

with α ∈ D(M) and ε ∈ Γ∞0 (
⊗2

s T
∗M) which satisfies εµµ = 0 and ∇µεµν = 2vν ,

for an arbitrary vector field v.

Proof. Let be P αβ
µν

.
= 2δαµδ

β
ν − 2Rα β

µν and let be hµν be such that P αβ
µν hαβ = 0.

This implies that exists an operator

G : Γ(⊗2
sT
∗M)→ Γ(⊗2

sT
∗M)

λµν 7→ hµν = G αβ
µν (λαβ).

There exists also an hyperbolic operator Q0 which satisfies the following identities:

gµν [Ph]µν = 2gµνhµν − 2gµνRα β
µν hµν =

= 2hµµ + 2Rα βµ
µ hµν = 2hµµ = [Q0h]

(3.2.1)

where in equation (3.2.1) we have used the symmetry properties of Riemannian
tensor and Rµν = 0. In this way gµνP = Q0g

µν . Using the properties of the
advanced and retarded Green operators G (see 1.5.4), we have

G±Q0
gµν = gµνG±

from which it descends per linearity that

GQ0g
µν = gµνG
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Hence gµνGαβµνλαβ = 0 if and only if λ ∈ ker(GQ0). It yields that

λ = 2α ⇒ gµνλµν = gµν(∇µ∇να+ εµν) | εµµ = 0

⇓
λµν = ∇µ∇να+ εµν .

(3.2.2)

In a similar way we construct an other hyperbolic operator Q1 which satisfies the
following equation

∇µ [Ph]µν = ∇µ∇α∇αhµν − 2(∇µRα β
µν )hαβ − 2Rα β

µν ∇µhαβ =

= gµλgχϑ∇λ∇χ∇ϑhµν − 2Rα β
µν ∇µhαβ =

= gµλgχϑ(∇χ∇λ∇ϑhµν)−Rµ %χ
χ ∇%hµν +Rµ %

χµ ∇χh%ν+

+Rµ %
χν ∇χh%µ − 2Rα β

µν ∇µhαβ =

= gµλgχϑ(∇χ∇ϑ∇λhµν) +∇χRµχ %
µ h%ν +∇χRµχ %

ν h%µ+

+Rµ %
χν ∇χh%µ − 2Rα β

µν ∇µhαβ =

= 2∇µhµν + 2Rµ %
χν ∇χhµ% − 2Rα β

µν ∇µhαβ =

= 2∇µhµν = Q1∇µhµν

(3.2.3)

where in equation (3.2.3) we have used the symmetry properties of the Riemann
tensor, the Bianchi identity (see 1.1.5) and Rµν = 0. Using the properties of
advanced and retarded Green operators G (see 1.5.4), we have

G±Q1
∇µ = ∇µG±

from which descends per linearity that

GQ1∇µ = ∇µG.

Hence ∇µGαβµνλαβ = 0 if and only if ∇λ ∈ ker(GQ2). It yields that

∇µλµν = 2vν . (3.2.4)

Replacing (3.2.2) in (3.2.4) we obtain

∇µεµν = 2vν −2∇να = 2w̃ν

where w̃ν
.
= 2vν −2∇να. This concludes the proof.

As a straightforward consequence of Theorem 3.2.1 and defining the space of
test functions Λ(M)

Λ(M)
.
= {λ ∈ Γ(⊗2

sT
∗M) | ∀α ∈ D(M), ∀v ∈ Γ∞0 (T ∗M), ∀ε ∈ Γ∞0 (⊗2

sT
∗M)

∧ λµν = ∇µ∇να+ εµν ∧ εµν = 0 ∧ ∇µεµν = 2vν}
(3.2.5)
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the space of solutions of linearized Einstein equations is defined as follow

S(M)
.
= {hλ ∈ Γ(⊗2

sT
∗M) | ∃λ ∈ Λ(M) ∧ hµν = G(λµν)} (3.2.6)

As shown in [23], (3.2.6) can be endowed with a pre-symplectic product whose
action on perturbations h1, h2 ∈ S(M)

σΣ(h1, h2) =

∫
Σ

(h1
µνπ

µν
2 − h

2
µνπ

µν
1 )dVg, (3.2.7)

where Σ is a spacelike Cauchy surface with future-pointing unit normal vector n,
dVg denotes the volume element on Σ associated with the induced spatial metric g
and π is defined in terms of the covariant conjugate momentum Π, given in (3.1.7),
by

πµν
.
= −nαΠαµν .

The product (3.2.7) is independent of the choice of Cauchy surface.

Lemma 3.2.2. Given h1, h2 ∈ S (M) and two spacelike Cauchy surfaces Σ,Σ′ then
σΣ(h1, h2) = σΣ′(h

1, h2).

Proof. Let the current of h1 and h2 be jα(h1, h2)
.
= h2

µνΠαµν
1 − h1

µνΠαµν
2 . The

pre-symplectic product of these perturbations is

σΣ(h1, h2) =

∫
Σ
nαj

α(h1, h2)dVg. (3.2.8)

Now, the divergence of the current is ∇αjα = h2
µνL

µν(h1)− h1
µνL

µν(h2) = 0, where

we used (3.1) and the symmetry properties of Tµναβδγ (see (3.1.6)). Using the
divergence theorem over the region bounded by the two Cauchy surfaces Σ,Σ′ and
the property according to which Supp(hi)∩Σ(1) is compact, with i = 1, 2, gives the
desired result.

To make the pre-symplectic product into a symplectic one, it is necessary to
account for the degeneracies of (3.2.7), that is, non-trivial solutions whose pre-
symplectic product with all solutions is zero. The subspace of degeneracies is also
known as the radical of the pre-symplectic form σM.
Let the subspace of pure gauge solutions be

G(M)
.
= {Lξg | ξ ∈ Γ∞0 (T ∗M)}

As shown in [23] M has compact Cauchy surfaces, the radical of σ is precisely
the subspace of pure gauge solutions G(M), namely, given h1 ∈ S(M) such that
σM(h1, h2) = 0 for all h2 ∈ S(M), then h1 ∈ G(M). In any spacetime for which
G(M) is the radical of σM, we obtain the complexified phase space as the quotient
space

P(M)
.
= S(M)/G(M) (3.2.9)
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with weakly non-degenerate symplectic product

σM([h1], [h2]) =

∫
Σ

(h1
µνπ

µν
2 − h

2
µνπ

µν
1 )dVg. (3.2.10)

This is independent of the choice of gauge.

3.3 The algebra of observables

In section 2.2 we have defined classical observables for a scalar field as functions
on the phase space G(M) and then we have constructed the field algebra and the
Weyl algebra. In this section we generalize such construction to symmetric second-
rank tensor fields the result obtained. Let be λ ∈ Λ(M). We introduce the basic
observable Hλ : P(M)→ C :

Hλ([h])
.
= h(λ) =

∫
hµνλ

µνdVg (3.3.1)

The observables 3.3.4 do not depend from the choice of a representative; in fact if
we chose another representation h′, we can correlate them which

h′µν = hµν +∇µξν (3.3.2)

In this way equation(3.3.4) becomes

h′(λ) =

∫
h′µνλ

µνdVg =

∫
(hµν +∇µξν)λµνdVg (3.3.3)

The vector field ξ is chosen to be compactly supported. Hence we obtain

h′(λ) =

∫
hµνλ

µνdVg (3.3.4)

The classical observables satisfy three relations.

(i) complex linearity : Hαλ+βλ̃([h]) = αHλ([h]) +βHλ̃([h]) for all α, β ∈ C and all

λ, λ̃ ∈ Λ(M);

(ii) Hermiticity : Hλ([h])∗ = Hλ∗([h
∗]) for all λ ∈ Λ(M);

(iii) symmetry : Hλ([h]) = 0 for all antisymmetric λ ∈ Λ(M).

As a matter of fact we can collect all our observables into an algebra which
satisfies Definition 2.1.1.

Definition 3.3.1. We call Weyl algebra W(M) for linearized Einstein equations
the unital C∗-algebra generated by the abstract symbols W (h), for all h ∈ P(M)
such that for all h1, h2 ∈ P(M) the following condition are satisfied:

(i) W (0) = 1
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(ii) W (−h) = W (h)∗

(iii) W (h1) ·W (h2) = e−ıσ(h1,h2)/2W (h1 + h2)

where σ is the symplectic product defined in equation (3.2.10). The symplectic
vector space P(M) = (S(M), σ) for which it is defined a Weyl algebra W(M) is
referred as Weyl system for linearized Einstein equations.

Here σ : S(M) × S(M) → C is defined so that σ(Gλµν , Gλ
′
µν) = G(λµν , λ

′
µν)

for all λµν ,λ′µν ∈ Λ(M) (3.2.5).
For completeness we construct also the field algebra for linearized Einstein equa-

tions. We start to construct a Borchers-Uhlmann algebra and then we single out
an ideal to implements the dynamics of the underlying field.

Definition 3.3.2. The Borchers-Uhlmann algebra A (M) is defined as follow

A (M) =

∞⊕
n=1

Λ(M)⊗n and Λ(M)0 = C

If we single out A (M) by an ideal I (M) generated by elements of the form

−ıG(λ, λ̃)⊕ (λ⊗ λ̃− λ̃⊗ λ) and Pλ

The field algebra F (M) for the linearized Einstein equations is

F (M)
.
= A (M)/I

is equipped with the product, ∗-operation and topology descending from A (M).

The algebra F (M) satisfies the following properties:

(i) there exists a product defined by linear extension of the tensor product of
Λ(M)n;

(ii) there exists a ∗−operation defined by the antilinear extension of |λ∗|(x1, . . . , xn) =
λ(xn, . . . , x1);

(iii) there exists a sequence {λk}k = {⊗nλk}k of elements in F (M) that converges

to λ = ⊗nλ(n) if λ
(n)
k converges to λ(n) for all n in the locally convex topology

of Λ(M)n. There exists moreover N such that λk = 0 for all n > N and all k

(iv) all elements of F (M) are finite linear combinations of multi-component test
functions.

The distinction between W(M) and F (M) is primarily technical: Any sufficiently
regular representation π̃ : W(M) → B(H ) in a Hilbert space H induces a repre-
sentation π of F (M) as unbounded operators on H , so that

π(W (Gλ)) = eıπ̃(h(λ))

for any test function λ. The main advantage of the Weyl algebra are the following:
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(i) it is generally easier to work with bounded rather than unbounded operators;

(ii) expectation values of the W (h) take a simple form in quasifree states (2.7.4)

The main advantages of the field algebra are:

(i) to define a quasifree state we need a presymplectic product on the contrary
to Weyl algebra which requires a weak non degenerate symplectic product;

(ii) via Definition 2.6.4 is always well-defined the n-point correlation function.

Both Weyl algebra and field algebra for linearized Einstein equations satisfies
the Haag-Kastler axioms (see section 2.3) per construction.

3.4 Hadamard states

The last step in the algebraic approach consists of representing the algebra of
observables on a suitable Hilbert space. We have seen that using the GNS Theo-
rem 2.6.3 it is possible to find a representation either of the Weyl or of the field
algebra. Yet the construction of an algebraic state is fundamental.
In section 2.7.1 we have outlined the bulk to boundary correspondence and we
applied it to a scalar field. A key ingredient has been the existence of a correspon-
dence between solutions of the field equation in the bulk and a scalar field defined
intrinsically in I −. With the next theorem, we proposed a correspondence between
solutions of equations (3.1.12) between bulk and I −.

Theorem 3.4.1. Assume that (M, g) is asymptotically flat (see Definition 1.3.7)

with associated unphysical space (M̃, g̃) with g̃|M = Ω2g. Suppose that there exists

an open set Ṽ ⊂ M̃ with M∩ J−(I −) ⊂ Ṽ such that (Ṽ , g̃) is globally hyperbolic
so that (M∩ V, g) is globally hyperbolic, too. If h ∈ S(M) the following condition
is satisfied:

(i) the field h̃
.
= Ωh can be extended uniquely to of

∇̃α∇̃αh̃µν −
4

3
∇̃(µ∇̃αh̃ν)α +

2

3
∇̃α∇̃βh̃αβ g̃µν

− 2 R̃µαβν h̃
αβ − 1

2
R̃αβh̃

αβ g̃µν −
1

6
R̃ h̃µν = 0

(3.4.1)

where ∇̃ is the Levi-Civita connection depending from g̃ while R̃µαβν , R̃µν
and R̃ are respectively the Riemann, the Ricci tensor and scalar curvature
depending from g̃.

Proof. Let be h ∈ Γ(
⊗2

s T
∗M) which satisfies the TT gauge (3.1.11)

∇µhµν = 0

h = 0
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and let be Φ :M→N a conformal transformation, which map g in g̃ = Ω2g. Then
equation (3.1.11) becomes

∇̃µh̃µν = 3Ω−3∇µΩhµν 6= 0

h̃ = Ωgµνhµν = 0.

This allows to construct conformally covariant equations for symmetric second-rank
traceless tensor. For this aim, we use The Weyl-to-Riemann method, defined in
subsection 1.2.1. In this construction we follow [33]: The author, in his calculation,
employs the signature (+,−,−,−) a which we shift for convenience. Only at the
end of the calculation we can switch back to our signature arranging the signs.
Let us write the most general second order equation for symmetric second-rank
traceless tensors in Weyl space

D̃µν + Ũµν = 0 (3.4.2)

where the derivative part is given by

D̃µν = D̃2hµν + a1 D̃(µD̃
αhν)α + a2 D̃αD̃βh

αβgµν+

+ a3 D̃µD̃νh+ a4 D̃
2hgµν

(3.4.3)

and the geometrical part reads

Ũµν = b1 R̃µαβνh
αβ + b2 R̃αβh

αβgµν + b3 R̃α(µh
α
ν) +

+ b4 R̃ hµν + b5 R̃µνh+ b6 R̃ gµνh.
(3.4.4)

The free parameters ai, with i = 1, . . . 4 and bj with j = 1, . . . , 6 are real constants.
Both (3.4.3) and (3.4.4) are defined using the Weyl covariant derivative (1.2.2) and
the Weyl connection (1.2.4), which are conformally covariant (see (1.2.1)). In this
manner also equation (3.4.2) is conformally covariant. By direct inspection we have:

D̃2hµν = 2hµν − 2(ω − 1)∇αhµνϕα + (ω2 − 2ω − 2)ϕ2hµν − (ω − 2)∇αϕαhµν+

− 2ϕα∇µhαν − 2ϕα∇νhαµ + 4ϕ(µ∇αhν)α − 8ϕ(µhν)α ϕ
α + gµνhαβϕ

αϕβ,

D̃(µD̃|α|h
α
ν) =∇(ν∇|α|hαµ) − (ω − 4)ϕ(µ∇αhν)α + (2 + ω)gµνhαβϕ

αϕβ+

− (ω + 2)∇(νh
α
µ)ϕα + +(ω2 − 2ω − 8)hα(µϕν)ϕα − (ω + 2)∇αϕ(µh

α
ν) ,

D̃αD̃βh
αβ = ∇α∇βhαβ − 2(1 + ω)∇αhαβϕβ + (2 + ω)hαβ(ωϕαϕβ −∇βϕα),

D̃µD̃νh = 0,
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R̃µαβνh
αβ = Rµαβνh

αβ + (ϕαϕβ +∇αϕβ)hαβgµν+

+ ϕ2hµν − 2hα(µ(∇|α|ϕν) + ϕ|α|ϕν)),

R̃α(µh
α
ν) = Rα(µh

α
ν) − 2hα(µ(∇|α|ϕν) + ϕ|α|ϕν))− (∇αϕα − 2ϕ2)hµν ,

R̃αβ h
αβ = Rαβ h

αβ − 2(ϕαϕβ +∇βϕα)hαβ,

R̃ = R− 6(∇αϕα − ϕ2),

where ω and ϕ are defined in equations (1.2.2). Focus on (3.4.3). We cancel all
terms containing both ϕ and derivative of hµν , to express (3.4.2) in terms of the
Levi-Civita connection.

D̃µν = Dµν − 2(ω − 1)ϕα∇αhµν
− (4 + a1(ω + 2))ϕα∇(µhν)α

+ (4− a1(ω − 4))ϕ(µ∇αhν)α

− 2(a1 + a2(ω + 1))ϕα∇βhαβgµν
+ non derivative terms,

where
Dµν = 2hµν + a1∇(µ∇αhν)α + a2∇α∇βhαβgµν .

The resulting algebraic system reads

ω − 1 = 0,

2 + a1(ω + 2) = 0,

2− a1(ω − 4) = 0,

a1 + a2(ω + 1) = 0.

This system has the following set of solutions,

ω = 1, a1 = −4

3
, a2 =

2

3
.

The resulting expression for the derivative part reads

D̃µν = Dµν + 4
(
ϕαh

α
(µϕν) + hα(µ∇ν)ϕα

)
+

− (∇βϕα + ϕαϕβ)hαβgµν + (∇αϕα − 3ϕ2)hµν .
(3.4.5)
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Adding (3.4.4) to (3.4.5)

D̃µν + Ũµν = Dµν + Uµν + (1− 2b3 − 6b4)∇αϕαhµν
+ (−3 + b1 + 4b3 + 6b4)ϕ2hµν

+ 2(2− b1 − 2b3)
(
ϕαϕ(µ +∇(µϕ|α|

)
h α
ν)

+ (−1 + b1 − 2b2) (∇βϕα + ϕαϕβ)hαβgµν

= 0

(3.4.6)

where
Ũµν = b1Rµαβνh

αβ + b2Rαβh
αβgµν + b3Rα(µh

α
ν) + b4Rhµν .

The resulting algebraic system reads

1− 2b3 − 6b4 = 0,

−3 + b1 + 4b3 + 6b4 = 0,

2− b1 − 2b3 = 0,

−1 + b1 − 2b2 = 0.

This system has an infinite set of solutions which can take the form

b1 = 2− 2τ, b2 =
1

2
− 2τ, b3 = τ, b4 =

1

6
− 1

3
τ.

Setting τ = 0 and changing signature

g(+,−,−,−) = −g(−,+,+,+)

equation (3.4.6) reads

2hµν −
4

3
∇(µ∇αhν)α +

2

3
∇α∇βhαβgµν

− 2Rµαβνh
αβ − 1

2
Rαβh

αβgµν −
1

6
Rhµν = 0.

(3.4.7)

Bear in mind that (3.4.7) is written in terms of Levi-Civita connection and it is
conformally covariant for construction. If we consider a vacuum spacetime, namely
Rµν = R = 0, they are reduces to

2hµν −
4

3
∇(µ∇αhν)α +

2

3
∇α∇βhαβgµν − 2Rµαβνh

αβ = 0. (3.4.8)

These equations are not hyperbolic, but we are interested at solution which satisfies
also TT gauge (3.1.11). With such additional constraint (3.4.8) reduces a

2hµν − 2Rµαβνh
αβ = 0. (3.4.9)

Since (M, g) is asymptotically flat it is possible to associate an unphysical spacetime
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(M̃, g̃), namely, there exists a conformal transformation defined as follows

χ : (M, g)→ (M̃, g̃M̃)

h 7→ h̃ = Ωh.
(3.4.10)

After transformation 3.4.10, (3.4.7) becomes

∇̃α∇̃αh̃µν −
4

3
∇̃(µ∇̃αh̃ν)α +

2

3
∇̃α∇̃βh̃αβ g̃µν

− 2 R̃µαβν h̃
αβ − 1

2
R̃αβh̃

αβ g̃µν −
1

6
R̃ h̃µν = 0

(3.4.11)

and the gauge TT (3.1.11)

∇̃µh̃µν = 3Ω−3∇µΩhµν h̃ = Ω−1gµνhµν = 0. (3.4.12)

Equations (3.4.8) becames hyperbolic one we insert (3.4.12) since the second and
the third terms became dependent only upon the first derivative of h hence they
are subprincipal terms (see 1.5.1). This conclude our proof.

We are interested to propagate our solution from the bulk to the conformal
boundary I in which the conformal factor Ω take zero value. This might be hin-
dered by which might that by second and third term in (3.4.8), blow up in the limit
Ω → 0. This hurdle is bypassed in [61], in which is shown that a smooth prop-
agation of a solution to I is ensured by switching to the Geroch-Xanthopoulous
gauge. This entails that, at a level of classical fields, there exists a correspondence
between solutions of the field equations (3.4.9) and a smooth field h̃ on I −. This
allows us to apply the bulk to boundary correspondence.
We are interested in formulating a quantum field theory on I and in constructing
a well defined state. The first step consists of endowing the space of solutions on I
with a symplectic product. Let us start considering I equipped with a collection
of pairs of smooth fields (q, n) (see (1.3.4)) satisfying the following conditions:

(i) qµνn
ν = 0,

(ii) the Lie derivative Lnqµν = 0,

(iii) (q, n) and (q, n) are both in the collection C (see (1.3.4)) if and only if there
exists a function ω on I such that

qµν = ω2qµν , nµ = ω−1nµ, Lnω = 0,

(iv) nµ is a complete vector field and the space of its orbits is diffeomorphic to S2.

Fix a conformal frame, i.e. a pair (q, n) from the collection C on I and denote
by V the affine space of torsion-free connections D on I satisfying

Dαqµν = 0, Dµn
µ = 0.
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Finally, introduce the following equivalence relation on C:

D ∼ D′ ⇐⇒ (Dµ −D′µ)Kν = fqµνn
αKα

for any function f and vector K on I . Finally, denote with Γ the space of equiva-
lence classes {D}. Γ has the structure of an affine space: By fixing any point {D0}
as “origin”, the results vector space is the collection of symmetric tensor fields γµν
satisfying:

γµνn
ν = 0, γµνq

µν = 0. (3.4.13)

Let us introduce

S(I −)
.
=
{
γ ∈ Γ(⊗2

ST
∗R⊗2

S T
∗S2) | γ , ∂`γ ∈ L2(R× S2, d` ∧ dS2(ϑ, ϕ)⊗M4(C)

}
.

This is a symplectic space if endowed

σI =

∫
I

(
γµνLnγαβ − γµνLnγαβ

)
qµαqνβ d` ∧ dS2(ϑ, ϕ).

We associate to such symplectic space the field algebra F (I −). It is constructed
starting from the Borchers-Uhlmann algebra

A (I −) = C⊕ S(I −)⊕
(
S(I −)⊗ S(I −)

)
⊕
(
S(I −)⊗ S(I −)⊗ S(I −)

)
⊕ . . .

and single out an ideal I which is generated by elements of the form

γ1 ⊗ γ2 − γ2 ⊗ γ1 − ıσI (γ1, γ2)11

In this way the algebra of fields on I − is

F (I −) = A (I −)/I .

Having constructed the algebra of fields on I − we are interested to identify an
injective ∗-homomorphism ι

ι : F (M)→ F (I −)

where F (M) and F (I −) are the algebras of fields. This is tantamount to construct
a symplectomorphim between S(M) and S(I −), the generated spaces for F (M)
and F (I −) respectively. We look for a linear map Γ : S(M)→ S(I −) such that

σM(h1, h2) = σI−(Γh̃1,Γh̃2).

Via Theorem 2.7.6, the corresponding injective ∗-homomorphism

ι : F (M)→ F (I −)
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is defined via its action on the generators of F (M)

ι[h]
.
= Γ[h]

In this way the field observables of the bulk are mapped into counterparts for the
theory on I −. If we define moreover an algebraic state ωI : F (M)→ C on I −,
it induces a preferred state ωM on F (M) via pull-back:

ωM
.
= ι∗ωI− . (3.4.14)

Theorem 3.4.2. Let be h1, h2 solutions for linearized Einstein equations 3.1.12
and let χ a conformal transformation defined as follow

χ : (M, g)→ (M̃, g̃M̃)

h 7→ h̃ = Ωh.

Then there exists a linear map Γ : S(M)→ S(I −) which satisfies

σM(h1, h2) = σI−(Γh̃1,Γh̃2).

Proof. For a more exhaustive proof it is possible to see [61].

σM(
[
h1
]
,
[
h2
]
) = 3

∫
Σ
εαβµν(h1

αδ∇βh2
µγ − h2

αδ∇βh1
µγ)dSνδγ

where Σ is any Cauchy surface in (M, g) and
[
h1
]
,
[
h2
]
∈ S(M). This symplectic

product is well-defined and using ε̃αβµν = Ω2εαβµν and hµν = Ω−1h̃µν one has

σM(
[
h1
]
,
[
h2
]
) = 3

∫
Σ
ε̃αβµν

(
h̃1
αδ∇βh̃2

µγ − h̃2
αδ∇βh̃1

µγ+

−Ω−1(∇nΩ)h̃1
αδh̃

2
µγ + Ω−1(∇nΩ)h̃2

αδh̃
1
µγ

)
dSνδγ .

Since the 3-form appearing in the integrand is curl-free, we may choose for Σ a
surface defined by Ω= const. Then, replacing ∇ with ∇̃ one obtains

σM(
[
h1
]
,
[
h2
]
) = 3

∫
Σ
ε̃αβµν

(
h̃1
αδ∇̃βh̃2

µγ − h̃2
αδ∇̃βh̃1

µγ+

−Ω−1(∇̃nΩ)h̃1
αδh̃

2
µγ + Ω−1(∇̃nΩ)h̃2

αδh̃
1
µγ

)
dSνδγ .

Finally, replace Σ by I . Using (3.4.13)

h̃µνn
ν = 0 Ln(h̃µνq

µν) = 0

one obtains

σI (
[
h1
]
,
[
h2
]
) = 3

∫
Σ

(
γ1
αβLnγ2

µν − γ2
αβLnγ1

µν

)
qµαqνβdS
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where γµν = h̃µν − 1/2 h̃αβq
αβqµν .

In case the hypotheses of Theorem 3.4.2 are fulfilled. Another relevant conse-
quence is the following: Any algebraic state ωI : F (I −)→ C can be pulled back
on S(M) through ι to the state ωι : F (M)→ C defined as

ωι,2(h1, h2) = ι∗ωI ,2(h1, h2)
.
= ωI ,2(ι(h1, h2)) = ωI ,2(Γh1,Γh2)

for all h ∈ F (M). In between all boundary states we would identify a distinguished
choice by requiring invariance under the BMS group. According to Proposition 2.11
in [21], the following two point correlation function of the state ωI defined on the
boundary algebra

ωI ,2(h1, h2) = lim
ε↓0

∫
I

h1 µν(`1, ϑ, ϕ)∂`2h
2
µν(`2, ϑ, ϕ)

(`1 − `2 − ıε)
d`1d`2 ∧ dS2(ϑ, ϕ)

is well defined and satisfies Hadamard condition 2.6.5. Furthermore in [18] is proved
that this state is the unique quasifree pure state on W(I −) which is invariant under
the action on the BMS group. Under the action of the pull-back map, we obtains
the state on the bulk algebra of fields:

ωι,2(h1, h2) = lim
ε↓0

∫
I

Γh1 µν(`1, ϑ, ϕ)∂`2Γh2
µν(`2, ϑ, ϕ)

(`1 − `2 − ıε)
d`1d`2 ∧ dS2(ϑ, ϕ).

This state turns out to be an Hadamard form and it is also invariant under the
actions of all isometries of the bulk: In particular when the spacetime coincident
with Minkowski, it is invariant also under the action of Poincaré group and it is
possible to identify it with the vacuum state.





Chapter 4
Conclusions

In this thesis we provided a self-contained description of the quantization of
linearized gravity. Hence, as a starting point, we laid down the necessary mathe-
matical foundations. Although it does not include novel results, it offers a partly
different perspective on some of the mentioned definitions and propositions.

Afterwards we discussed several aspects of quantum field theory on curved space-
times in the algebraic approach. We introduced first the formalism first outlined by
Haag and Kastler: The algebra of observables is seen as a ∗-algebra, which fulfils a
suitable set of axioms motivated by physical requirements. Our treatment departs
from the existing literature insofar that the field algebra and its properties are often
only discussed for the scalar field. Since our goal is to focus on Hadamard states we
employed the bulk to boundary correspondence in asymptotically flat spacetimes for
an abstractly defined bosonic quantum field. The net advantage of such procedure
is that it yields naturally an asymptotic vacuum state.

In Chap. 3 we tackled the main issue of this thesis, namely, the quantization
of linearized gravity and the construction of an associated Hadamard state via the
bulk to boundary correspondence. We introduced first the linearized Einstein equa-
tions and we investigated their classical space phase. Using the causal propagator,
we construct the algebra of fields and the Weyl algebra. A full-fledged application of
the bulk to boundary correspondence has been then used to select a Hadamard state
for the field algebra which reduces on Minkowski spacetime to the Poincaré vacuum .

In other words we have constructed a quantum field theory of the free gravi-
ton within the rigorous mathematical framework of algebraic quantum field theory.
In particular the existence of a concrete Hadamard state is useful and essential to
develop a theory for which we can perform reliable calculations for the quantum
corrections to classical gravity, of course under the assumption that these are small
and thus a perturbative treatment is allowed. Such corrections are vital for instance
when one considers cosmology: Via Hadamard state, one could calculate the ex-
pectation value of the renormalized stress-energy tensor and then the fluctuations
in the cosmic microwave background [62]. Additionally, in [63] it is shown that an

77
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approach to quantum gravity within the algebraic framework is conceivable, but
in their construction an algebraic state is found only for ultrastatic spacetimes. In
particular there does not exist a deformation argument which could help us to prove
existence of Hadamard state on an arbitrary background. In this respect this is an-
other context where an application of our results might be of help. Nevertheless
it is possible to give more and more motivations for the importance of studying
the quantum aspects of gravity; yet, we prefer to conclude this thesis with a (very
purposeful) quotation from Feynman:

“Physics is like sex. Sure you can get some interesting results,
but that’s not why we do it. ”
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